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                 CALCULATION OF ROOTS OF EQUATIONS


The purpose of calculating the roots of an equation to determine the values of x
for which holds:


                                     F (x) = 0



The determination of the roots of an equation is one of the oldest problems in
mathematics and there have been many efforts in this regard. Its importance is
that if we can determine the roots of an equation we can also determine the
maximum and minimum eigenvalues of matrices, solving systems of linear
differential                  equations,                  etc                     ...
The determination of the solutions of the equation can be a very difficult
problem. If f (x) is a polynomial function of grade 1 or 2, know simple
expressions that allow us to determine its roots. For polynomials of degree 3 or
4 is necessary to use complex and laborious methods. However, if f (x) is of
degree greater than four is either not polynomial, there is no formula known to
help identify the zeros of the equation (except in very special cases).
There are a number of rules that can help determine the roots of an equation:
• Bolzano's theorem, which states that if a continuous function, f (x) takes on the
ends of the interval [a, b] values of opposite sign, then the function accepts at
least           one             root          in           that            interval.
• In the case where f (x) is an algebraic function (polynomial) of degree n real
coefficients, we can say that will have n real roots or complex.
• The most important property to verify the rational roots of an algebraic
equation states that if p / q is a rational root of the equation with integer
coefficients:




then q divides the denominator and the numerator coefficients an p divides the
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constant                                 term                                     a0.
Example: We intend to calculate the rational roots of the equation:


                                3x3- 3x2 - x - 1 = 0




                 First, you make a change of variable x = y / 3:




                             and then multiply by 32:
                                 3y2 y3-3y -9= 0


                with candidates as a result of the polynomial are:




Substituting into the equation, we obtain that the only real root is y = -3, ie,
(which is also the only rational root of the equation). Logically, this method is
very      powerful,     so    we      can     serve      only     as    guidelines.
Most of the methods used to calculate the roots of an equation are iterative and
are based on models of successive approximations. These methods work as
follows: from a first approximation to the value of the root, we determine a better
approximation by applying a particular rule of calculation and so on until it is
determined the value of the root with the desired degree of approximation.
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1. Bisection method


It is the oldest and most basic method of finding the roots of an equation.
Involves taking an interval [x0, x1] such that f (x0) f (x1) <0, so we know that
there exists at least one real root. From this point the range is reduced
successively to make it as small as required by our decision to employ
precision.
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                Figure 1: Flow chart for the implementation of the bisection method.




The algorithm used is outlined in Figure 1. Initially, the program is necessary to
provide the maximum number of iterations Maxit, tolerance, representing
significant figures with which we obtain the solution and two independent
variable values, x0 and x1, such that satisfy the relation f (x0) f (x1) <0. Once it is
found that suitable starting interval, divide it into two subintervals such

             and             , and we determine in which subinterval y is the
root (proving once again the product of functions). We repeat the process for

reaching convergence (until         ) or until it exceeds the permitted number of
iterations (Iter> Maxit), in which case you need to print an error message
indicating       that      the     method           does       not      converge.


Two operations represented in the diagram of Figure 1 require an additional
explanation:



• The midpoint of the interval is calculated as                                                  in the

workplace                 . It thus follows an overall strategy to make numerical
calculations indicating that it is better to calculate a term adding a small amount
of correction to a previously obtained approximation. For example, in a
computer of limited accuracy, there are values x0 and x1 for which xm is

calculated       by                  leaving            the          interval             [x0,       x1].


•    Convergence          (A)        is      calculated           using         the         expression

                               . Thus, the term represents the number of significant
figures        with           which         we        obtain      the        result.
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2. Method of successive approximations


Given the equation f (x) = 0, the method of successive approximations replaced
by an equivalent equation, x = g (x), defined in the form g (x) = f (x) x. To find
the solution, we start with an initial value x0 and compute a new approach x1 = g
(x0). We replace the new value obtained and repeat the process. This leads to a

succession of values                             , if it converges, will limit the solution of
the                                                                                  problem.




           Figure 2: Geometric interpretation of the method of successive approximations.




The figure represents the geometric interpretation of the method. We start from
an initial point x0 and compute y = g (x0). The intersection of this solution with
the line y = x will give a new value x1 closer to the final solution.
However, the method can easily diverge. It is easy to verify that the method can
only converge if the derivative g '(x) is smaller in absolute value than unity (the
slope of the line defined by y = x). An example of this case is shown in Fig. This
condition, which a priori can be considered a severe restriction of the method,
can be ignored easily. It is sufficient to choose the function g (x) as follows:




so that taking a proper value, we can always make g (x) satisfies the condition
of the derivative.
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    Figure 3: Graphical demonstration of the method of successive approximations diverge if the derivative g '(x)> 1.




3. Newton Method


This method is part of an initial approximation x0 and obtains a better
approximation, x1, given by the formula:




The above expression can be derived from a Taylor series expansion. Indeed,
let r be a zero of f and an approximation ar x such that r = x h. If f''exists and is
                     continuous, by Taylor's theorem we have:

                                0 = f (r) = f (x h) = f (x) hf '(x) O (h2)



where h = r-x. If x is near ar (hes ie small), it is reasonable to ignore the term O
(h2):



                                                 0 = f (x) hf '(x)
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so we get the following expression for h:




From the equation and taking into account that r = xh is easy to derive the
equation




                     Figure 4: Geometric interpretation of Newton's method.




 Newton's method has a simple geometric interpretation, as can be seen from
the analysis of the figure. In fact, Newton's method is a linearization of the
function, ie f is replaced by a line that contains the point (x0, f (x0)) and whose
slope coincides with the derivative of the function at the point , f '(x0). The new
approach to the root, x1, is obtained from the intercept of the linear function with
the X-axis of ordinates.


Let's see how we can get the equation from what is said in the previous
paragraph. The equation of the line through the point (x 0, f (x0)) and slope f '(x0)
is:


                                 y - f (x0) = f '(x0) (x-x0)
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 where, with y = 0 and solving for x we obtain the equation of Newton-Raphson




  Figure 5: Two situations where Newton's method does not work properly: (a) the method does not reach
          convergence and (b) the method converges to a point that is not a zero of the equation.




Newton's method is very fast and efficient since the convergence is quadratic
(the number of significant digits doubles at each iteration). However, the
convergence depends heavily on the form that function in the vicinity of the
iteration. In figure (5) are two situations in which this method is not able to reach
convergence (Figure (5a)) or converges to a point that is not a zero of the
equation (Figure (5b))


4. Secant method


The main drawback of Newton's method is that it requires knowing the value of
the first derivative of the function at the point. However, the functional form of f
(x) sometimes hampers the calculation of the derivative. In these cases it is
more          useful         to        use         the       secant         method.
The secant method from two points (and not just one as the Newton method)
and estimates the tangent (ie, the slope of the line) by an approach according to
the expression:
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Substituting this in the equation of Newton method, we obtain the expression of
the    secant       method      gives   us    the    next    iteration   point:




                   Figure 6: Geometric representation of the secant method.




 In the next iteration, we use the points x1 and x2para estimate a new point
closer to the root of Eq. The figure represents geometric method.
In general, the secant method has the same advantages and limitations of the
Newton-Raphson method described above.
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5. Method of false position


The method of false position is intended to combine the security of the bisection
method with the speed of the secant method. This method, as with the bisection
method stems from two points surrounding the root f (x) = 0, ie, two points x0
and x1tales that f (x0) f (x1) <0. The following approach, x2, is calculated as the
X axis intersection with the line joining two points (using the equation) of the
secant method). The allocation of the new search interval is as in the bisection
method: between the two intervals, [x0, x2] and [x2, x1], take that which satisfies f
(x) f (x2) <0. The figure represents geometric method.




                Figure 7: Geometrical representation of the method of false position.




The choice guided the range represents an advantage over the secant method
as it inhibits the possibility of a divergence of method. On the other hand and
regarding the bisection method, greatly improves the choice of the interval (and
not merely from the interval by half).
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   Figure 8: Changes to the method of false position proposed by Hamming. The approximation to the root is
 taken from the point of intersection with the axis X of the line joining the points (x0, f (x0) / 2) and (x1, f (x1)) if
the function is convex in interval (Figure a) or from the line joining the points (x0, f (x0)) and (x1, f (x1) / 2) if the
                                  function is concave in the interval (Figure b).




However, the method of false position has a very slow convergence towards the
solution. Indeed, after starting the iterative process, one end of the interval
tends to remain unchanged. To circumvent this problem, we proposed a
modification of the method, called Hamming method. Under this method, the
approximation to a root is from the determination of the X axis intersection with
the line joining the points (x0, f (x0) / 2) and (x1, f (x1)) if the function is convex in
the interval or from the line joining the points (x0, f (x0)) and (x1, f (x1) / 2) if the
function is concave in the interval. The figure graphically represents the
Hamming                                                                           method.
As mentioned, the Hamming method requires determining the concavity or
convexity of the function in the interval of iteration. A relatively simple method to
determine the curvature of the function is to evaluate the function at the

midpoint of the interval ,                        f (xm) (where xm is calculated
as the bisection method) and compare this value with the average function
values at the ends of the interval. We then have:




6. Bairstow Method
 


	14. METODOS NUMERICOS


                                                                  DUBAN CASTRO FLOREZ

                                                                     COD:2073091




Bairstow's method is an iterative process related about the methods of Muller
and Newton-Raphson. Remember the factored form of a polynomial, eg
If you divide by a factor that is not a root (for example), the ratio could be a
fourth-order polynomial. However, in this case, there could be a waste.
With these bases can develop an algorithm to determine the root of a
polynomial:

1) if the initial value of the root is,

2) by dividing the polynomial between factor,and

 3) determining whether a waste. If there is a residual, the value can be
adjusted in a systematic manner and the procedure repeated until the residue
disappears and the root is located.


Bairstow's method is generally based on this approach. The mathematical
process of dividing the polynomial depends between a factor. For example, the
general                                                              polynomial
It can be divided between the factor to produce a second order polynomial that
gives a lower, with a remainder, where the coefficients are calculated by the
recurrence                                                              relation.
Note that if t was a root of the original polynomial, the residue b0 is equal to
zero.
To allow evaluation of complex roots, Bairstow's method divides the quadratic
polynomial between a factor. The result is a new polynomial with a residual
As with a normal synthetic division, simple recurrence relation can be used to
make the division between a quadratic factor:


for a=0


The quadratic factor is introduced to allow determination of the complex roots.
The changes, and needed to improve our initial values can be estimated by:
Bairstow shows that the partial derivatives can be obtained by synthetic division
of b in a manner similar to the way in which the b in themselves were derived:


for a=0
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Then, the partial derivatives are obtained by synthetic division of the b. Thus,
the derivatives can be substituted in the above equations along with the b to
give:


These equations can be solved for, and which can be used to improve the initial
values of r and s. at each step, the approximate error can be estimated as r and
s in:


When they fail estimated errors under a specified stopping criterion, the values
of the roots can be determined as


Example:


Use the Bairstow method for finding the roots of the polynomial
Use       the      initial     values     and    iterating     to      a     level
Solution:       use        the     appropriate   equations        to     calculate
Then:
Thus,       the     simultaneous       equations    to     solve      and      are
Which can be solved for = 0.3558 y = 1.1381. therefore, our initial values can be
corrected as


r = -1 = -0.6442 0.3558


s = -1 1.1381 = 0.1381


and     the   approximate       error   can    be     calculated     as    follows:
The following calculation is repeated using the revised values for r and s.


And then:


Therefore must be resolved
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for = 0.1331 y = 0.3316, which can be used to estimate the correct result as

r = -0.6442 -0.5111 0.1331


s = 0.1381 0.3316 = -2.1304


The calculation can proceed, with the result after four iterations the method
converges to the values of r = -0.5 () s = 0.5 (). The general formula can be
used             to           assess              the            roots           and
At      this      point,    the      ratio       is     the       cubic     equation
Bairstow's method can be applied to this polynomial using results from the
previous step, r = -0.5 s = 0.5, as initial values. Five iterations give an estimate
of r = 2 s = 1249, which can be used to calculate
At this point, the quotient is a polynomial of first order which can be directly
evaluated to determine the fifth root: 2.


7. Methods muller


This is a method for finding roots of polynomial equations of the general form:

                          f n ( x)  a0  a1 x  a2 x 2  .......  an x




Where n is the order of the polynomial coefficients and are constants.
Continuing with the polynomials, they meet the following rules:


• For the equation of order n, there are n real or complex roots. It should be
noted       that     these     roots     are      not     necessarily     different.
•      If   n     is   odd,     there    is    at     least   one     real     root.
• If the roots are complex, there is a conjugate pair.



-Background
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The polynomials have many applications in science and engineering, such as
their use in curve fitting. However, it is considered that one of the most
interesting and powerful application is in dynamical systems, particularly on
retail                                                               shelves.

The polynomial best known in the scientific world, is called, characteristic
equation, which is of the form:

                                a2 x 2  a1 x  a0  0



                   Where the roots of this polynomial satisfy:


                                       a1    a1  4a 2 a 0
                                                2

                            x1, 2 
                                               2a 0



Also called eigenvalues of the system. The eigenvalues can be used to analyze
a system, for our case is very useful with regard to stability. Based on the
above, find the roots of second order systems is practically simple, but for
higher order systems can result in hard work.



-The method


A predecessor of Muller method is the secant method, which takes root,
estimating a projection of a straight line on the x-axis through two function
values (Figure 1). Muller's method takes a similar view, but projected a parabola
through three points (Figure 2).



The method is to obtain the coefficients of the three points, replace them in the
quadratic formula and get the point where the parabola intersects the x-axis The
approach is easy to write, as appropriate this would be:
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                             f 2 ( x)  a( x  x2 ) 2  b( x  x2 )  c



                    f(x)                     Línea recta
                                                                 x

                           Raíz
                           estimada

                                               x




                              x
                                               X1                X0       X
                                              Figure 9
                                      Raíz


                  f(x)                         Parábola
                                                                 0

                                                         0


                           Raíz                0




                                      x x
                                               X2      X1        X0       X
                                               Raíz
                                               estimada

                                             Figure 10




Thus, this parable seeks to intersect the three points [x0, f (x0)], [x1, f (x1)] and
[x2, f (x2)]. The coefficients of the equation are evaluated by substituting one of
these three points to make:

                           f ( x0 )  a( x0  x2 ) 2  b( x0  x2 )  c
                           f ( x1 )  a( x1  x2 ) 2  b( x1  x2 )  c
                           f ( x2 )  a( x2  x2 ) 2  b( x2  x2 )  c
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The last equation generated that f ( x2 )  c , in this way, you can have a system
of two equations with two unknowns:

f ( x0 )  f ( x2 )  a( x0  x2 ) 2  b( x0  x2 ) f ( x1 )  f ( x2 )  a( x1  x2 )  b( x1  x2 )
                                                                                      2




Defining it this way:


                                h0  x1  x0                              h1  x2  x1
                                     f ( x1 )  f ( x 2 )          f ( x 2 )  f ( x1 )
                              0                           1 
                                          x1  x0                       x 2  x1




                                     Substituting in the system:

                               (h0  h1 )b  (h0  h1 ) 2 a  h0 0  h1 1
                                              h1b  h1 a  h1 1
                                                        2




                                   Resulting in the coefficients:

                                   1   0       b  ah1   1        c  f ( x2 )
                              a
                                   h1  h0



Finding the root, is to implement the conventional solution, but due to rounding
error potential, we use an alternative formulation:

                                      2c                                                  2c
                 x3  x 2                        clareing, x3  x 2 
                              b  b 2  4ac                                    b  b 2  4ac


The great advantage of this method is that you can find both the real and the
imaginary roots.
 


	20. METODOS NUMERICOS


                                                                   DUBAN CASTRO FLOREZ

                                                                      COD:2073091




                             Finding the error this is:
                                       x3  x 2
                                Ea              100%
                                          x3



As a proxy, this is done sequentially and iteratively, where x1, x2, x3 replace the
points x0, x1, x2 bringing the error to a value close to zero.
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