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	1. US-644
VI Semester B.C.A.  Examination, May 2017
(2016 17 & Onwards) (CBCcs)
COMPUTER SCIENCE
BCA 601 Theory of Computation
Time:3 Hours Max. Marks: 100
Instruction: AnswerallSections.
SECTION- A
Answer any ten questions. Each question carries two marks. (10x2-20)
1. Define Finite Automata.
2. Define DFA. Mention the types of Finite Automata.
3. Build an regular expression that generates a string with even number of O's
followed by odd numberof 1's.
4. WhatisPumping Lemma ?
5. What are terminal and non-terminal symbols in grammar ?
6, What is left most derivation in CFG ?
7. What are the different types of grammar?
8. Mention the 7 types of PDA.
9. Define GNF.
10. What are useful and useless symbols in grammar?
11. What is Turing Machine?
12. What are the ditferent types ofTuringMachine?
SECTION-B
Answer any five questions. Each question carries five marks. (5x5-25)
13. Mention five differences between DFA and NFA.
14. Construct a DFA to accept the string 'abba'.
P.T.O.
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	2. US 644
15. Explain  the various applications of Regular expressions.
16. Obtain the left most and right most derivationsforthe string 00112. The production
rules are given by
P {S >AB
A 01 0A1
Be2B
17. Prove that S aSbS/bSaS/e is ambiguous.
18. Write a short note on Chomsky hierarchy of languages.
19. Write down the steps for conversion of DFA to CFG.
20. Explain halting problem of Turing Machine.
SECTION-C
Answer any three questions. Each question carries fifteen marks. (15x3-45)
21. Convert the following NFA to its equivalent DFA.
e )
22. Construct a NFA with e for (0 + 1)* 1 (0 + 1).
23. Explain the block diagram of Pushdown automata with its components,
specification, language and transition table.
24. Transform the CFG into GNF
SAB
ABSI 1
BSA0
P
r
o
f
.
K
.
A
d
i
s
e
s
h
a
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8
25. a) Explain  Post's Correspondence Problem (PCP).
7
b) Explain intersection and homomorphism property of Regular languages.
SECTION-D
Answerany one question.
10
26. Find the minimized DFAforthe following transition table
8 a | b
A B A
B A C
CD B
D D A
E DF
F G E
GF G
H G D
27. Design a Turing Machine that accepts the language of all strings over the alphabet
-la, b} whose second letteris'b' 10
P
r
o
f
.
K
.
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d
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e
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	4. SM-
623
VI Semester B.C.A.  Examination, May/June 2018
(CBCS) (F +R)
(2016 17 &Onwards)
COMPUTER SCIENCE
BCA 601: Theory of Computation
Max. Marks: 100
Time :3 Hours
Instruction: Answerall Sections.
SECTION-A
(10x2-20)
Answer any ten questions. Each question carries two marks.
1. What is finite automata ? Explain with block diagram.
2. What is trap state ? Explain with a simple example.
3. What are the moves made by the following DFA while processing the string
MANAG
MENT
abaab ? Find if the string is accepted or rejected byDFA.
a
vONOO
Start
4. Design a regular expression over E ={a, b} for the language accepting string of
exactly length 2.
5. State pumping Lemma for regular languages.
6. State Arden's theorem.
7. Define grammar. Give one example.
P.T.O.
P
r
o
f
.
K
.
A
d
i
s
e
s
h
a
 


	5. SM-623 2
8. Mention  any two applications of context free grammar.
9. Define Nullable variable.
10. Define GNF.
11. Define turing machine.
12. Define recursively enumerable language.
SECTION-B
Answer any five questions. Each question carries five marks. (5x5-25)
13. Construct a DFA to accept.string of O's and 1's representing zero modulo
five.
14. Define NFA. Obtain a NFA to accept the language L =
{w/we abab" or aba"
where n 20).
15. Using pumping Lemma prove the language L =
{(yy/ye (0.1)"} is not regular.
16. Convert the DFA to Regular Expression.
1
Q0
1 Q1
17. Define context free grammar.
Consider a grammarG =
(V, T,P, S) where V ={S} T= {a, b} S = SP =
{S->aS|b}.
Find the language accepted by G.
18. Explain Chomsky hierarchy of grammar.
P
r
o
f
.
K
.
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d
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e
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	6. SM-623
19. Eliminate useless  symbols from the following grammar
SaAa
ASb
A bcc
ADaA
Cabb
CDD
Eac
DaDa
20. What are the different types of turing machine ?
SECTION C
(15x3-45)
Answer any three questions. Each question carries fifteen marks.
21. Convert the following NFA to DFA using lazy evaluation method.
a, b
acoept
start
accept
22. Minimize the following DFA using table filling algorithm.
8ab
ABC
BGC
CAC
DCG
EHF
FCG
GGE
HG C
P
r
o
f
.
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.
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GS-642
VI Semester B.C.A. Examination, May/June 2019
(CBCS F+R) (2016-17 &onwards)
COMPUTER SCIENCE
BCA 601 Theory of Computation
Max. Marks: 1000
Time 3 Hours
Instruction: Answer all sectuons.
SECTION - A
10x2-20
Answer any ten questions. Each question carries two marks.
1. Define DFA. With Mathematical Representation.
2. Define Alphabet and Symbol with
example.
3. What is trap state ?
4. Definc Regular Expression.
Design RE (Regular Expression for lhe language containing any number of
a's and b's ending with aa.
5.
6. What is Pumping Lemma ?
7. Mention the types of chomsky hierarchy grammer.
8. Define PDA (push down Automata).
9. Define GNF (Greibach Normal Form).
10. What is tuning machinc ?
11. Defline PCP (Post Correspondcnce Problem).
12. State Arden's Theorem.
P.T.O.
P
r
o
f
.
K
.
A
d
i
s
e
s
h
a
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SECTION B
Answer  any five questions. Each qucstion carrics ive marks. 5x5-25
13. Construct a DFA to accept strings of O's & L's ending with 101.
14. Writc dilcrcencc betwcen DFA and NFA.
15. Converl thc DFA to Rcgular Exprcssion.
-
16. Slalc and Provc Pumping Lemma.
17. Oblain a CFG (Contcxt frce grammcr) for the following Langauge
L a"n> I}
18. Explain Halling Problem of Turing machine.
19. Elimintate the unit production from the grammner.
S AB
Aa
Bb
CD
20. Show thal thc following grammer is ambiguous.
E E + E
E E E
E E
E id
P
r
o
f
.
K
.
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d
i
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e
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ONnOS
SECTION -  C
Answer any three questions. Each quesion carries fifteen marks. 3x15-45
21. Convert the following NFA to DFA.
22. Minimize the given DFA using table filling Algorithm.
1
D
A B
B C E
C B E
D C E
EE E
23. Construct a PDA to accept the language
L{M) = [ww|we(a +b}" where w is the reverse of w by final state acceptance.
24. Find the language acccpted by CFG.
(a) G-{V, T, P, S
V={s
T (a, b)
S S
P SaS[b}
(b) Obtain a grammcr to generate string S= {a, b} having atleast one a.
- a , b
(c) Obtain a CFG for the language.
L wcwwefa, b}')
25. Obtain a turing machinc to accept the language L={a"b"|n1}
SECTION - D
Answer any one questions. 1x10-10o
26. Contruct the NFA with E-moves for
(0+11* 1(0+1)
27. Explain the types of Turing Machine.
- o 0 o
P
r
o
f
.
K
.
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d
i
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e
s
h
a
 


	10. THEORY OF COMPUTATION
SOLUTION  BANK
Unit - 1
1. Define finite automata.
Finite automata is a mathematical model which is used to study the abstract machines or
abstract computing devices with the input chosen from ∑.
Block diagram:-
Input file:- Input file trope is divided into cells each of which can hold symbol. The string is
processed and stored in these cells.
Control unit:- The machines has some states one of which is the start state designed as q0 and at
least one final state.
Output:- o/p may be accepted or rejected when end of the input is encountered. The control unit
may be in accept or reject state.
2. Define DFA. Mention the types of finite automata.
DFA is a finite automata which can have only one transition from a state on an input
symbol. Types of finite automata:
 Deterministic finite automata(DFA)
 Non-Deterministic finite automata(NFA)
 Non-Deterministic finite automata with € moves(E-NFA)
3. What is trap state? Explain with block diagram. [2018]
A state for which there exists transitions to itself for all the input symbols chosen from ∑.
b a a,b
a1 a
Accept
trap state
………
q0
q7 q1
q6 q2
q5 q3
q4
Output
(Accept/Reject)
q2
q0 q1
P
r
o
f
.
K
.
A
d
i
s
e
s
h
a
 


	11. 4. What are  the moves made by the following DFA while processing the string abaab? Find
if the string is accepted or rejected by DFA.
The moves are:-
δ(q0,a)=q1
δ(q0,b)=q0
δ(q1,a)=q1
δ(q1,b)=q2
δ(q2,a)=q1
δ(q0,b)=q0
5. Define alphabet and symbol with example. [2019]
An alphabet is a finite nonempty set of symbols. Conventionally we use the symbol
summession symbol for an alphabet
Example: If summession symbol = {0, 1}, then Power of 1 summession symbol = {0,1}
Power of 2 summession symbol = {00, 01, 10, 11}
Unit – 2
1. Define regular expression.
The language accepted by finite automata is called regular language. A regular language can
be described using regular expressions, consisting of alphabets in ∑ and the operators
‘*’,’.’,’+’. The order of evaluation of regular expression is determined by parenthesis and the
operator precedence ‘*’,’.’ And ‘+’ respectively.
2. Build a regular expression that generates a string with even number of 0’s followed by
odd number of 1’s.
(00)*(11)*1
3. What is pumping lemma?
Pumping lemma is a method of pumping (generating) many input string from a given string it
is used to show that certain languages are not regular.
4. Design a regular expression over ∑=(a,b) for the language accepting string of exactly
length 2.
L={aa,ab,ba,bb} (abs)(a+b)
At the end of the string abaab the DFA will be in the state q2 which
is in the final state.
So the string abaab is accepted by the machine.
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	12. 5. Define PDA  (push down automata).
A pushdown automaton (PDA) is a finite state machine which has an additional stack storage.
The transitions a machine makes are based not only on the input and current state, but also on
the stack.
6. State pumping lemma for regular languages.
If A is a regular language then A has a pumping length ‘p’ such that any string‘s’ where
|s|>=p may be divided into 3 parts s=xyz such that the following conditions may be true.
I. xyi
z A
II. |y|>0
III. |xy|<=p
7. State Arden’s theorem. (2019)
If P and Q are two regular expressions over , and if P does not contain , then the following
equation in R given by R = Q + RP has an unique solution i.e., R = QP*.”
That means, whenever we get any equation in the form of R = Q + RP, then we can directly
replaced by R = QP*. So, here first we will prove that R = QP* is the solution of this equation and
then we will also prove that it is the unique solution of this equation.
Unit – 3
1. What are terminal and non terminal symbols in grammer?
Non-terminals are syntactic variables that denote sets of strings. The non-terminals define
sets of strings that help define the language generated by the grammar. A set of tokens, known
as Terminal symbols (Σ). Terminals are the basic symbols from which strings are formed.
2. What is left most derivation in CFG?
A derivation A*
=> w is called left most derivation if we apply a production only to the left
most variable at every step.
3. What are the different types of grammar?(2019)
There are 4 types of grammer:-
 Type 0 Grammer (Phrase structured/ unrestricted grammer)
 Type 1 Grammer(Context sensitive grammer)
 Type 2 Grammer(Context free grammer)
 Type 3 Grammer(Regular grammer)
4. Mention the 7 types of PDA.
A push down automata (PDA) is a seven tuple M=(Q, ∑, , δ, q0 , z0 , F)
Where Q= is a set finite sets
∑= set of input alphabets
= set of stack alphabets
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	13. δ= transition from  Q x (∑ ) x to finite subset of QXҐ*
.
Q0 Q is the start state of M
z0 is the initial symbol on the stack
F 0 is set of initial states
5. Define grammar. Give one example
A grammer is a quad tuple G (V, T, P ,S) where, V is a finite set of variables or non terminals.
T is a finite set of terminals
P is a finite set of production rules. Each production is of the following from Aa where, A is
a string of symbol from (V T)*
Is a string of symbol from (V T)*
S is the start symbol & S V
Example: SaAb/
6. Mention any two applications of context free grammar.
 Parsers
 Markup language
 Finite automata
 Digital design
7. Define nullable variable.
Let G=(V,T,P,S) be a CFG. A nullable variable is defined as
a) If A  is a P, then A is a nullable variable.
b) If AB1,B2…..Bn , is a production in P and if B1, B2……Bn are nullable variables, then A
is also a nullable variable.
c)The variable for which these production of the form shown in a & b are nullable variables.
TMA Questions:
1. Define ID of PDA.
Unit – 4
1. Define GNF. (2019)
Let G= (V,T,P,S) be a CFG. The CFG is a said to be in GNF if all the production are of the
form Aa
Where a T V*
i.e., the first symbol on the right hand side of the production must be a
terminal & it can be followed by 0 or more variable.
2. What are useful and useless symbols in grammer?
In a CFG, G=(V,T,P,S), x is useless, if it does not satisfy either of the following condition
(a) *
=> w, where w is in T*
.
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	14. (b)
TMA Questions:
1. What  is left recursion.
2.What is parsing.
Unit – 5
1. What is Turing machine? (2019)
The Turing machine M = (Q, ∑, , δ, q0 , B , F)
Where, Q is the set of finite states
∑ is the set of input alphabets
is the set of tape symbols
δ is the transition function Q x to Q x x (L,R)
q0 is the start state
B is the special symbol indicating blank character.
F is the set of final state
2. What are the different types of Turing Machine?
 Multi tape Turing Machine
 Non-deterministic Turing Machine
 Multi-dimensional Turing Machine

Multi Read Turing Machine
3. Define recursively enumerable language.
Recursively enumerable (RE) language are generated by type 0 grammer. A recursive
enumerable language can be accepted or recognized by Turing machine which means it will
enter into final state for the string of language and may or may not enter into rejecting state
for the string which is not part of the language. It means Turing machine can loop forever for
the string which are not a part of the language. RE language are also called Turing
recognizable language.
4. Define PCP (Post Correspondence Problem).
The Post Correspondence Problem (PCP), introduced by Emil Post in 1946, is an undecidable
decision problem. The PCP problem over an alphabet ∑ is stated as follows − Given the
following two lists, M and N of non-empty strings over ∑ −
M = (x1, x2, x3,………, xn)
N = (y1, y2, y3,………, yn)
We can say that there is a Post Correspondence Solution, if for some i1,i2,………… ik, where
1 ≤ ij ≤ n, the condition xi1 …….xik = yi1 …….yik satisfies.
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	15. VI SEMESTER BCA  SOLUTION BANK
THEORY OF COMPUTATION
@2 Marks
1. Define finite automata? Explain with the block diagram.
Finite automata are a mathematical model which is used to study the
abstract machines or abstract computing devices with the input chosen from
∑.
Block diagram: -
Input file:- Input file trope is divided into cells each of which can hold symbol. The
string is processed and stored in these cells.
Control unit:- The machines has some states one of which is the start state
designed as q0 and at least one final state.
Output:- o/p may be accepted or rejected when end of the input is encountered.
The control unit may be in accept or reject state.
2. Define DFA. Mention the types of finite automata.
DFA is a finite automata which can have only one transition from a state on
an input symbol. Types of finite automata:
 Deterministic finite automata(DFA)
 Non-Deterministic finite automata(NFA)
 Non-Deterministic finite automata with € moves(E-NFA)
3. Build a regular expression that generates a string with even number of 0’s
followed by odd number of 1’s.
………
q0
q7 q1
q6 q2
q5 q3
q4
Output
(Accept/Reject)
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	16. (00)*(11)*1
4. What is  pumping lemma?
Pumping lemma is a method of pumping(generating) many input string
from a given string it is used to show that certain languages are not regular.
5. What is trap state? Explain with block diagram.
A state for which there exists transitions to itself for all the input symbols
chosen from ∑.
b a a,b
a1 a
accept trapstate
6. What are the moves made by the following DFA while processing the string
abaab? Find if the string is accepted or rejected by DFA.
a
b a
a b
b
The moves are: -
δ(q0,a)=q1
δ(q0,b)=q0
δ(q1,a)=q1
δ(q1,b)=q2
δ(q2,a)=q1
δ(q0,b)=q0
7. Design a regular expression over ∑={a,b} for the language accepting string of
exactly length 2.
L={aa,ab,ba,bb} (a+b)(a+b)
q0 q2
q1
q0 q1
q2
At the end of the string abaab the DFA will be in the state q2 which
is in the final state.
So the string abaab is accepted by the machine.
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	17. 8. State pumping  lemma for regular languages.
If A is a regular language, then A has a pumping length ‘p’ such that any
string ‘s’ where |s|>=p may be divided into 3 parts s=xyz such that the
following conditions may be true.
I. xyi
z € A
II. |y|>0
III. |xy|<=p
9. Define DFA with mathematical representation.
DFA is a finite automata which can have only 1 transition from a state on an
input symbol.
Mathematical representation: -
DFA is a five tuple (Q, ∑,δ,q0,F)
Where Q- non empty finite set of states
∑- non empty finite set of m/p symbols
δ: Qx∑-> Q is a transition function
q0,Q is start state
F is the final state
10. Define regular expression.
The language accepted by finite automata is called regular language. A
regular language can be described using regular expressions, consisting of
alphabets in ∑ and the operators ‘*’,’.’,’+’. The order of evaluation of regular
expression is determined by parenthesis and the operator precedence ‘*’,’.’
And ‘+’ respectively.
@5 Marks
1. Mention 5 differences between DFA and NFA.
DFA NFA
 DFA is a 5 tuple.
D= Q,∑,δ,q0,F
δ: Qx∑Q
 It can have only one transition
 NFA is a 5 tuple.
N= Q,∑,δ,q0,F
δ: Qx∑2Q
 It can have zero, one or more
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	18. from a state  on an i/p symbol.
 Difficult to construct
 Less powerful since at any point of
time it will be in only one state.
transitions from a state on an i/p.
 Easy to construct
 More powerful than DFA since at
any point of time it will be in more
than one state.
2. Explain the various applications of regular expressions.
 Design of compilers
 To define languages
 Declarative way to express set of strings
 Validation – i.e., checking the correction of i/p
 Tokenization– i.e., conversion of string of characters into a sequence of
words for later interpretation in pattern matching.
 Test for a pattern within a string.
 Replace text in a document.
 Extract a substring from a string based upon a pattern match.
 Used in languages like JScript and e for string handling.
 Helps in implementing complex match logic in databases.
3. Construct a DFA to accept string of 0’s and 1’s representing zero modulo five.
Step 1: Identify radix, input alphabets and the divisor.
r=2 d={0,1} k=5
Step 2: Compute the possible remainders.
i = 0,1,2,3,4
Step 3: Compute the transitions using the relation
δ(qi,d)=qj where j=(r*i+d)mod k
remainder d (2*i+d)mod5=j δ(qi,d)=qj
i=0 0
1
(2*0+0)mod5=0
(2*0+1)mod5=1
δ(qi,0)= q0
δ(qi,1)=q1
i=1 0
1
(2*1+0)mod5=2
(2*1+1)mod5=3
δ(qi,0)=q2
δ(qi,1)=q3
i=2 0
1
(2*2+0)mod5=4
(2*2+1)mod5=0
δ(qi,0)=q4
δ(qi,1)=q0
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	19. i=3 0
1
(2*3+1)mod5=1
(2*3+1)mod5=2
δ(qi,0)=q1
δ(qi,1)=q2
i=4 0
1
(2*4+1)mod5=3
(2*4+1)mod5=4
δ(qi,d)=q3
δ(qi,d)=q4
Step  4: Construct the DFA
The DFA D=(Q,∑,δ,q0,F)
Where Q={ q0 ,q1 ,q2 ,q3 ,q4}
∑={0,1}
q0={ q0}
F={q0}
δ is shown using the transition table
δ 0 1
q0 {q0} {q1}
q1 {q2} {q3}
q2 {q4} {q0}
q3 {q1} {q2}
q4 {q3} {q4}
4. Define NFA. Obtain a NFA to accept the language L={W/W € ababn
or aban
where>=0}.
The NFA N=(Q,∑,δ,q0,F)
Where Q={ q0 ,q1 ,q2 ,q3 ,q4 ,q5}
∑={a,b}
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	20. q0={q0}
F= {q3 ,q5}
δ  is shown using the transition table
δ a b
q0 {q1,q4} -
q1 - {q2}
q2 {q3} -
q3 - {q3}
q4 - {q5}
q5 {q5} -
5. Convert the DFA to regular expression.
Step 1: q1 is the start state.
Step 2: Calculate q1
q1 = q1 0 +
By rearranging
q1 = + q1 0
q1 = 0*
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	21. Step 3: Since  q2 is the final state, calculate q2,
q2 = q2 1 + q1 1
q2 = q2 1 + 0* 1
By rearranging
q2 = 0* 1 + q2 1
q2 = 0* 1 1
q2 = 0* 1*
Since q1 and q2 are the final states the required regular expression is 0* + 0* 1*
6. Construct a DFA to accept strings of 0’s and 1’s ending with 101.
Step1: Minimum string=101
Step2: ∑={0,1}
Step3: Skeleton DFA
Step4: Identify the other undefined transition
δ a b
q0 ? {q1}
q1 {q2} ?
q2 ? {q3}
q3 ? ?
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	22. Step5: The DFA  is defined as D=(Q,∑,δ,q0,F)
Q={ q0 ,q1 ,q2 ,q3}
∑={0,1}
q0={ q0}
F={q3}
7. Convert the DFA to regular expression.
Step 1: q1 is the start state
Step 2: Calculate q1
q1 = q10 + q30 +
Step 3: Calculate q2, q3
q2 = q21 + q31 + q11
q3 = q20
Substitute q3 in q2
q2 = q21 + q21 0 + q11
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	23. q2 = q2  (1+01) + q11
q2 = q11 + q2 (1+01)
q2 = q11(1+01) *
Substitute in q1
q1 = q10 + q30 +
q1 = q10 + q200 +
q1 = q10 +[ q11(1+01) *] 00 +
q1 = q1[0+1(1+01) *00] +
q1 = + q1[0+1(1+01) *00]
q1 = [0+1](1+01) *00]*
q1 = [0+1] (1+01) *00] *
Since q1 is the final state the required regular expression [0+1] (1+01) *00] *
8. State and prove pumping lemma
Pumping lemma is used to prove that a language is not regular.
Theorem Statement: - if A is regular language then A has a pumping length ‘p’
such that any string ‘s’ where |s|>=p may be divided into 3 parts s=xyz such that
following conditions must be true.
i. xyz € A for every i>=0
ii. |y|>0
iii. |xy|<=p
Sol: - L={an
bn
} p=7
S= an
bn
= a7
b7
=aaaaaaabbbbbbb
x y z
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	24. 9. Convert the  following NFA to its equivalent DFA
The given NFA N=(Q, ∑,δ,q0,F)
Q={q0 ,q1 ,q2 }
∑= {0,1}
q0={q0}
F={q1}
The equivalent DFA D = (Q0 , , δ0, q0, F0)
= {0, 1}
Step 01: q0 = {q0}, q0 is the start state of DFA, D
Step 02: δ0 from q0 on
δ0 (q0, 0) = δN (q0, 0)
= {q0, q1}
δ0 (q0, 1) = δN (q1, 0)
= {q1}
δ0 from {q2} on
δ0 ({q2}, 0) = δN (q2, 0)
=
δ0 ({q2}, 1) = δN (q2, 1)
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	25. ={q2}
Step 03: The  final state F0 = {{q0, q1},
{q1}, {q0, q1, q2}, {q1, q2}}
Therefore, the equivalent DFD D = (Q0
, , δ0, q0, F0)
where Q0 = {{q0} {q0, q1}, {q1}, {q0, q1,
q2}, {q1, q2}, {q2}}
={0, 1}
q0 = q0
{{q0, q1}, {q1}, {q0, q1, q2}, {q1, q2}}
The equivalent DFA
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	26. 10. Construct a  NFA with € for (0+1)
*
1(0+1).
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	27. 11. Convert the  NFA to DFA using lazy evaluation method.
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	28. Step 1: q0={q0},  q0 is the start state
δ0 from q0 on
δ0 (q0, a) = δN (q0, a) = {q0, q1}
δ0 (q0, b) = δN (q0, b) = {q0, q3}
δ0 from {q2} on
δ0 ({q0, q3} a) = δN (q0, a) δN (q3, a)
={q0, q1} 4
={q0, q1, q4 }
δ0 ({q0, q3} b) = δN (q0, b) δN (q3, b)
={q0, q3}
={q0, q3}
δ0 from {q0, q2, q3} on
δ0 ({q0, q2, q3}, a) = δN (q0, a) δN (q2, a) δN (q3, a)
={q0, q1} 4
={q0, q1,q4 }
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	29. 12. Convert the  NFA to DFA
The given NFA, N=(QN , , δN, q0, FN)
where, QN = {q0, q1, q2}
={0, 1}
q0 = q0
FN ={q2}
The equivalent DFA
D=(Q0 , , δ0, q0, F0)
={0, 1}
Step 01: Start state of NFA
Therefore, Q0 ={q0}
δ0 from q0 on
δ0 (q0, 0) = δN (q0, 0) = {q0, q1}
δ0 (q0, 1) = δN (q0, 1) = {q0}
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	30. δ0 from {q0,  q1} on
δ0 ({q0, q1} 0) = δN (q0, 0) δN (q1, 0)
={q0, q1}
={q0, q1}
δ0 ({q0, q1} 1) = δN (q0, 1) δN (q1, 1)
={q0} 2}
={q0, q2}
δ0 from {q0, q2} on
δ0 ({q0, q2} 0) = δN (q0, 0) δN (q2, 0)
={q0, q1}
={q0, q1}
δ0 ({q0, q2} 1) = δN (q0, 1) δN (q2, 1)
={q0}
={q0}
Step 3: The final state F0 is the state in Q0
F0 ={q0, q2}
Therefore, The equivalent DFA {q0}
D=(Q0 , , δ0, q0, F0)
where Q0 = {{q0}, {q0, q1}, {q0, q2}}
={0, 1}
q0 = q0
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	31. FN ={q0 ,q2}
16  obtain the left most and right most derivation for the string 00112. The
production rules are given by
P= {S -> AB
A-> 01|0A1
B-> |2B leftmost derivation
S -> AB
OA1B [Since A->OA1]
0011B [ Since A>01]
00112B [since B->2B]
00112 [Since B-> ]
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	32. 00112
Right most derivation
S->  AB
A2B [ Since B->2B ]
A2 [since B-> ]
A2
0A12 [Since A-> 0A]
00112[Since A->01]
17. Prove that S-> aSbS | bSaS | is ambiguous.
consider the left most derivation for the string aababb and the Corresponding
parse tree
s-> asbs by using S->aSbS
aaSbSbS by using S-> aSbS
aabSaSbSbS by using S-> bSaS
aabaSbSbS by using S->
aababSbS by using S->
aababbS by using S->
aababb by using S->
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	33. Consider the left  most derivation again for the string aababb but using different
set productions.
s-> asbs by using S->aSbS
aaSbSbS by using S-> aSbS
aabSbS by using S->
aabaSbSbS by using S-> aSbS
aababSbS by using S->
aababbS by using S->
aababb by using S->
Since there are two parse tree for the string aababb by applying leftmost
derivation the grammar is ambiguous.
18. Write a short note on Chomsky hierarchy of language.
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	34. Grammar type Grammar
accepted
Language
accepted
Automation
Type  0 Unrestricted
Grammar(Phrase
structured
grammar)
Recursively
Enumerable
language
Turing Machine
Type 1 Context sensitive
grammar
Context sensitive
Language
Linear bounded
automation
Type 2 Context free
grammar
Context free
grammar
Pushdown
automation
Type 3 Regular grammar Regular Language Finite state
automata
19. write down the steps for conversion of DFA to CFG.
Let M=(Q, , , q0, F) be a FA,
1. A Grammar G =(V, T, P, S) can be constructed where
V={q0, q1,q2,…………qn}
i.e., state of DFA will be Variable in the grammar.
2. T= input alphabets of DFA will be terminals in grammar.
3. S=q0, i.e.., start state of DFA is the start symbol in grammar.
4. Production, ‘P’ can be obtained as:
(a) if (qi, a)=qj then
qi->aqj
(b) if qi F (i.e.., if qi is final) then q->
Example:
To obtain grammar to generate string consisting of at least one a.
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	35. Transitions Grammar
(S,a) =A  Therefore, S-> aA
(A,a)= A Therefore, A-> aA
A is a final state Therefore, A ->
the grammar G =(V, T, P, S)
where V = {S, A}
T = {a}
S = S
P= {S->Aa
A-> aA| }
5 Marks 2018
1.Define Context free grammar. Consider a grammar G=(V, T, P, S)
where V = {S}
T = {a, b}
S -> aS | b }.
find the language accepted by G.
CFG in defined as 4 tuples
P
r
o
f
.
K
.
A
d
i
s
e
s
h
a
 


	36. G = (V,  T, P, S) where
V = set of variables/ Non-terminals
T = Set of terminals
S = start Symbol.
P = Set of Production of the form A = where *
S -> As [S -> ab] S -> b S -> ab
-> aaS -> ab[ S->b]
-> aaaS
-> aaaa……b
Therefore, S = a*b
L(G) = a*b
5 Marks 2019
1. Obtain a. CFG (Context free Grammar) for the following language
L = {an
bn
| n >= 1 }.
In this any equal number of a is followed by b. So, we must have at least ab. This
is achieved by replacing by ab. So,
S-> ab | aSb
Unit 3 2017 (Section C)
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	37. 23. Explain the  block diagram of Pushdown automata with its components
specification, language and transition table.
A DFA (or NFA) is not powerful enough to recognize many context free language.
A DFA (or NFA) has transition that it can’t count and can’t store the input for
future reference, so need of new machine called Push Down Automation (PDA) to
recognize CFL.
 PDA is a finite automaton with the addition of stack.
 A PDA has 3- Components: -
 An input tape
 A control unit
 A stack with infinite Size
Specification
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	38. A Push Down  automata (PDA) is a Seven table
M=(Q, , , , q0, Z0, F)
where
Q- is a set of finite states
- Set of input alphabet.
- Set of stack alphabets
- transitions from Q X ( )X to finite Subset of Q x *
q0 Q is the start state of M
Z0 is the Initial Symbol on the stack
F O is a set of final states
Transition
The transition function accepts three parameters namely a state, an input
symbol & stack symbol and return a new state after changing the top of the stack.
(state, input symbol, stack symbol) = (next state, stack Symbol)
Example:
 The transition (P, a, Z) = (q, aZ)
 The transition (P, a, Z) =(q, )
 The transition (P,a, Z) = (q,r)
 The transition (P, , b) = (P, )
24. Transform the CFG info GNF. -
S -> AB
A -> BS | 1
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	39. B -> SA  | 0
Let S= A, A= A2, B = A3 and the resulting grammar is
A -> A2, A3
A2 -> A3 A1 | 1
A3 -> A1 , A2 |0
1st two productions are of the form
Ai -> Aj for i < j
So, we consider A3 production
Consider A3 - Production:
Substituting for A1 in A3 production we get,
A3 -> A1 A2 |0 = (A2 A3) A2 | 0
Now again replacing the first A2 in A3 production we get,
A3 -> A₂ A3 A2 | 0 = (A3 A1 |1) A3 A2 | 0
=A3 A1 A3 A2 | 1 A3 A2 | 0
we get the resulting A3 production as
A3 -> A3 A1, A3 A2 | 1 A3 A2 | 0
which is having left recursion. After eliminating left recursion, we get,
A3 -> 1 A3 A2 |0|1A3 A2 Z | 0Z
Z -> A1 A3 A2 | A1 A3 A2 Z
Now, all A3 production are in GNF.
Consider A2 –production:
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	40. Since all A3  -production is in GNF, Substituting A2 -production we get,
A2 -> (0 1 A3 A2 |0|1A3 A2 Z | 0Z) A1 | 1
= 1 A3 A2 A1|0 A1|1A3 A2 Z A1 | 0Z A1 | 1
which is in GNF.
Now, all A2- production are in GNF.
consider A1 - productions:
Since all A2 production are in GNF, Substituting A2 production in A1 - production
we get,
A1 -> A₂A3 = (1 A3 A₂ A1 |0 A1 | 1A3 A2 Z A1| 0 Z A1 | 1)A3
Now, A1 -production are also in GNF.
Consider Z – production:
Since A1, is in GNF, Substitute A1 - production in Z production, we get Z-
Production in GNF below
Z -> A1 A3 A2 | A1 A3 A2 Z
-> (1 A3 A₂ A1 A3|0 A1 A3 | 1A3 A2 Z A1 A3 | 0 Z A1 A3 | 1 A3) A3 A2 |
(1 A3 A₂ A1 A3|0 A1 A3 | 1A3 A2 Z A1 A3 | 0 Z A1 A3 | 1 A3) A3 A2 Z
which can be written as
Z -> 1 A3 A₂ A1 A3 A3 A2 | 0 A1 A3 A3 A2 | A3 A2 Z A1 A3 A3 A2 | 0 Z A1 A3A3
A2 | 1 A3 A3 A2
Z -> 1 A3 A₂ A1 A3 A3 A2 Z| 0 A1 A3 A3 A2 Z | A3 A2 Z A1 A3 A3 A2 Z| 0 Z A1 A3A3
A2 Z| 1 A3 A3 A2 Z
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	41. Now, Since all  productions are in GNF, the resulting grammar is also in GNF.
So, final grammar obtained in GNF is G=(V, T, P,S)
where V = { A1 A2 A3 Z }
T = { 0, 1}
P = { A1 -> 1 A3 A₂ A1 |0 A1 A3| 1 A3 A2 Z A1 A3| 0 Z A1 A3 | 1 A3
A2 -> 1 A3 A2 A1|0 A1|1A3 A2 Z A1| 0ZA1 | 1
A3 -> 1 A3 A2 |0|1A3 A2 Z | 0Z
Z -> 1 A3 A₂ A1 A3 A3 A2 | 0 A1 A3 A3 A2 Z| 1 A3 A2 Z A1 A3 A3 A2
| 0 Z A1 A3A3 A2 | 1 A3 A3 A2
A1 is the start Symbol
25 (a) Explain Post's correspondence Problem
Definition :
Given two Sequence of n strings on Same alphabet say
A = W1,W2,…Wn
B = V1,V2,…Vn
is says that there exists a post Correspondence solution for pair (A,B) if there is a
non-empty sequence of integer i, j ...k such that Wi,Wj,…Wk = Vi,Vj,…Vk
The PCP in to device an algorithm that will tell us, for any (A,B)
whether or not there exists a solution
Example:
P
r
o
f
.
K
.
A
d
i
s
e
s
h
a
 


	42. b. Explain intersection  and homomorphism property of Regular languages.
For L1 and L2 are Regular then it is closed under Intersection.
L1 L2 are regular language.
let L= L1 L2
By applying Demorgans’s theorem
so, regular language is closed under intersection
closure under Homomorphism:
let & be the set of alphabets
The homomorphic function h : -> * is called homomorphism.
w=a1 a2 a3……….an
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	43. h(w)= h(a1) h(a2)  h(a3) ………. h(an)
If L is made of alphabet from then h(L) = {L (w) | w L} is called homomorphic
image.
19 Eliminate useless symbols from the following grammar.
S -> aAa
A -> Sb
A -> DaA
C -> abb
C -> DD
E -> ac
D -> aDa
V={S, A, C, D, E}
Identify non generating symbols
=V - set od generated variable
={ S, A, C, D } = { S, A, C, E}
={ D }
Remove all production having D Variable.
The resulting productions are :
S -> aAa
A -> Sb
A -> bCc
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	44. C=> abb
E =>  ac
Step 2: Identify unreachable symbol:
Unreachable symbol = (V T) – Reachable symbol
= { ( S, A, C, E, a, b) – { S, A, C}}
= { E, a, b }
Remove all production having {E, a, b}
S -> aAa
A -> Sb | bCc
24.
a) Obtain a grammar to generate sling string consisting of any number of a’s &
b’s with at least one or at least b.
Transition Grammer
(S, a) = A S -> aA
(S, b) = A S -> bA
(A, a) = A A -> aA
(A, b) = A A -> bA
A is the final state [A -> E ]
The equivalent grammar G=(V,T, P,S) where,
V = {S, A}
T = {a, b}
S = {S}
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	45. P = {S  -> aA | bA A-> aA | bA | }
b) for the following production
S→AB
A -> aaA |
B -> Bb |
write the left most & Right most derivation for the string aab.
c) For the grammar G with production rules
E -> E + E
E -> E * E
E -> id
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	46. where V =  {E}, T={id}, S={E}. Obtain the rightmost derivation and parse tree
for the string w=id + id * id
Rightmost Derivation
E -> E + E
E -> E + E * E
E -> E + E * id
E -> E + id * id
E -> id + id * id
Unit 5 2018
25. Obtain a Turing machine to accept the language L ={an
bn
| n>=1}
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	47. 2019 Unit 4
19.  Eliminate the unit production from the grammar
S -> AA
A-> a
B -> c
B -> b
C -> D
D -> E
E -> a
There are 2-unit production:
C -> D and
D -> E
C -> D [not able to remove this unit production therefore no production is of form
C ->
D -> E [yes, we can remove this unit production because we have
E -> a
So, we can rewrite the production rules:
S -> AB
A -> a
B -> c/b
C -> D
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	48. D -> a
E  -> a
Now for C -> D
[ Now, we can remove this unit products because we have D -> a so, it can be
rewrite the production rule
S -> AB
A -> a
B -> c/b
С -> а
D -> a
E -> a
Hence now in the resultant production rule we don’t have any unit production.
20. Show that the following grammar is ambiguous.
E -> E + E
E -> E - E
E -> E * E
E -> E / E
E -> |E|
E -> id
By using left most derivation:
E -> E + E E -> E * E
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	49. -> id +  E -> E + E * E
-> id + E * E -> id + E * E
-> id + id * E -> id + id * E
-> id + id * id -> id + id * id
for the string id + id * id, we applied leftmost derivation & get two different parse
tree so, the grammar is ambiguous.
Unit 3 2019
23. Construct a PDA to accept the language L(M)= {wwR
| w (a+b)* where wR
is
the reverse of w by final state acceptance.
Given that L(M) = { wwR
}
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	50. if w= abb  then reverse of w is denoted by wR
= bba so, the language L will be
wwR
= abbbba
Step 1:
Input Symbol = {a,b} Let q0 be the initial state and Z0 to be initial symbol
on the stack. in state q0 with top of stack, Push the input symbols in stack 4
remain in q0.
(q0, a, Z0) = (q0, a, Z0)
(q0, b, Z0) = (q0, b, Z0)
Now, in state q0, Push input symbol a or b to the slack, The transition are
(q0, a, a) = (q0, a, a)
(q0, a, b) = (q0, a, b)
(q0, b, a) = (q0, b, a)
(q0, b, b) = (q0, b, b)
step 2:
once we reach the midpoint & if next Symbol is same. then pop the symbol
from stack & move next to stage, q1.
(q0, a, a) = (q1, )
(q0, b, b) = (q1, )
in the slate q1, repeat the step 2 until we find empty input. The transitions are
(q1, a, a) = (q0, )
(q1, b, b) = (q1, )
step 4:
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	51. Finally, in state  q1 if a string is Palindrome, then there will be scanned &
the stack should be empty.
(q0, , Z0) = (q2, Z0)
Step 5:
The PDA, M to accept the language L(M)= {wwR
| w (a+b)* } is given by
M=(Q, , , , q0, Z0, F)
where
Q- { q0 , q1, q2 }
- { a, b }
- { a, b, Z0 }
Z0 – { Z0 }
F – {q2}
= (q0, a, Z0) = (q0, a, Z0)
(q0, b, Z0) = (q0, b, Z0)
(q0, a, a) = (q0, a, a)
(q0, a, b) = (q0, a, b)
(q0, b, a) = (q0, b, a)
(q0, b, b) = (q0, b, b)
(q0, a, a) = (q1, )
(q0, b, b) = (q1, )
(q1, a, a) = (q1, )
(q1, b, b) = (q1, )
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	52. (q0, , Z0)  = (q2, Z0)
24. Find the language accepted by CFG.
G= (V, T, P, S) where
V = {S}
T = {a, b}
S -> S
P -> {S -> aS | b }.
S -> aS S -> b S -> aS
-> aaS -> ab
-> aaaS
-> aaa……….aS
-> aaa………. ab
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	53. i.e.., S ->  a*b therefore L(G) = a*b
b) Obtain a grammar to generate string S = {a,b} having atleast one a
Transition Grammar
(S, a) = A S -> aA
(S, b) = S S -> bS
(A, a) = A A -> aA
(A, b) = A A -> bA
A is the final state [A -> ]
The equivalent grammar G= (V, T, P, S) where,
V = {S, A}
T = {a, b}
S = {S}
P = {S -> aA | bAS A-> aA | bA | }
c) obtain a CFG for the language L = {wcwR
(W {a, b}*}
The string that can be generated From this language are C, aca, bcb,
abcba…..
S -> c
S -> aSa | bSb
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	54. The CFG, G  = { V, T, P, S }
V = {S}
T = {a, b, c}
S = {S}
P = {S -> aSa | bSb| c }
Unit 5 2019
25. Obtain a Turing machine to accept the language L = {an
bn
| n>= 1}
Given that,
TM should have n number of a's followed by ‘n’ number of b's.
Example,
aaaabbbb
Let, q0 be the start of TM & read-write head prints to the 1st
symbol of the
string to be scanned.
step 1:
In state q0, replace a by X, change the state to q1, & move pointer towards
right.
(q0, 0) = (q1, X, R)
The resulting Configuration is
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	55. Step 2:
In state  q1, find the left most b and change the state to q2. If we find any a’s
or Y’s while moving right,
i.e.., (q1, 0) = (q1, 0, R)
(q1, Y) = (q1, Y, R)
(q1, 1) = (q1, Y, L)
The resulting Configuration is
Step 3:
The read/write head has to move towards left to obtain left most a
(q2, Y) = (q2, Y, L)
(q2, a) = (q1, a, L)
The resulting configuration in
Step 4:
To get leftmost a, move pointer to right without changing X with other
symbol, change state to q0
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	56. Step 5:
Repeat step  1 to Step to get configuration :
Step 6:
In the state q0, if the scanned Symbol is Y, it means there are no more a's.
To check there are no more b's move the pointer towards night by changing the
state to q3
(q0, Y) = (q3, Y, R)
Step 7:
In state, a there are only Y’s and no more b’s
(q3, Y) = (q3, Y, R)
The resulting configuration:
Step 8:
Now, the string ends with infinite number blanks, change the state to q4,
which is a final state.
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	57. (q3, B) =  (q4, B, R)
Therefore, The TM to accept
M=(Q, , , , q0, B, F)
where
Q- {q0, q1, q2, q3, q4,}
- {0, 1}
– {0, 1, X, Y, B}
q0 Q is the start state of Machine
B is the Blank Symbol
F = {q4}
is the salary of machine BE N is the blank symbol?
(q0, a) = (q1, X, R) (q3, Y) = (q3, Y, R)
(q1, a) = (q1, 0, R) (q3, B) = (q4, Y, R)
(q1, Y) = (q1, Y, R)
(q1, b) = (q2, Y, L)
(q2, Y) = (q2, Y, L)
(q2, a) = (q2, a, L)
(q2, X) = (q0, X, R)
(q0, Y) = (q3, Y, R)
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