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ABSTRACT
Music Recommendations is the exploring topic during last few years. As huge data is present on internet now
a days, data related to music is also available. Users search for music of their interest on internet, so it is
essential to build a recommendation system for this. In this paper we describe a music recommendation
system that uses time of search and heart rate of the person. Here we extract and combine the features of
songs ranking system with which the best matching tracks are found. Two recommendation system called
Linear Regression and Contextual Bandit are implemented in this paper. Offline evaluations were used for
implementation of these system and results showed that contextual bandit is the best one.
Keywords: Music recommendations, neural network, contextual bandit, linear regression.
I. INTRODUCTION
A huge range of music services are available now a days on internet. We can store wide variety of songs on
computers, smart phones etc, but it is hard to store vast number of collections. For this recommendation systems
are being developed for figuring out the interested music of their choice. In the paper, we discovered an
improved recommendation system with the help of real-time information heart rate and time of day, when the
recommendations are made. This recommendation system is developed using machine learning technologies and
mobile application.
The system utilizes a smart watch in order to identify the heart rate to give suggestions of songs, giving to what
type of music is associated with that heart rate and time of day for a particular person. Generally, a person would
like to hear fast and loud songs when he is doing exercises, jogging etc in the morning. When user press the next
button on his mobile, the system captures heart rate of the person and time and forwards it to the system. The
system is trained in such a way that it identifies the patterns and users interest of choice. Next these parameters
are compared and matched with other parameters like audio features in order to recommend a song for the user.
Now top song which is matching, is send as a result to the system and played.
Session 2 consists of the literature survey and the deep learning techniques are described. In chapter 3 overview
of the recommended system is presented. In chapter 4 the proposed systems are explained. In chapter 5 the
experimentation and results are discussed and analysed, In chapter 6 conclusion of entire paper is given.
II. LITERATURE SURVEY
Based upon the feedback history of users, upon an item the recommendation systems are being created. But the
recommendation which is given given by the system sometimes may not be matched depending on the time,
mood and current activity of the person. Therefore we have attempted to consider such kind of information also
for developing the system. [1][2] has not taken these accepts into consideration. Studies proved that heart rate is
affected by various kinds of music and human heart is connected with emotions and activities he does [3][4].
Therefore heart rate is one of the important parameter to take into account in this paper.
Many Studies [5][6] showed that different types of tempos and music will affect the heart rate of the person. It is
also proved that high sound and tempo do not increase the heart rate of the person, but the preferred music and
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tempo will affect the heart rate of the person. Heart rate is increased as the preferred tempo is increased, that is
there is a relationship between preferred tempo and heart rate. This was found by Iwanga in 1995[7].
Many studies were done from 1995 on relationship between interested tempo and heartbeat. [8][9]. Therefore we
use heart beat as one of the parameters in our system. We have used Spotify streaming service for retrieving and
playing music. Spotify has broad API’s and SDK’s which can be used easily. Every song in Spotify has an audio
data associated with it, Spotify allows us to retrieve the features which can be used in our system.
User need to get a Premium account for Spotify. In our system we have limited the number of songs to 1124 that
will be used in the system. The songs selected consists of different tempos and music. An IOS platform is created
for the mobile application. Apple Watch is used for measuring the heart rate because it connects with the mobile
and heart rate is captured easily. There are many features are associated with songs, but only Loudness, tempo
and mode are considered in our paper. Contextual bandit and linear regression are used for the recommender
systems because they are distinct from one another.
2.1 Reinforcement Learning and Contextual Bandits
One of the types of machine learning strategies is Reinforcement learning (RL), here the system is trained first
and it takes a decision depending upon the training given, when an input is given. This is termed as Markov
Decision Process (MDP). Consider a group of states S, Actions A, Pa(x, y) is the probability of moving from x to
y with the action A. Ra(x, y) is in between state x and state y with the action A.
Contextual bandit is a system which takes actions depending upon the environment. This is mostly used for
recommending news on internet [10]. Contextual bandit has 1- armed bandits which may change upon time. 1-
armed bandits are the actions and time is the state of the system. The system reads the state and predicts the
actions to be taken depending upon the previous actions taken. This is achieved similar to multi armed bandit
where actions are tested for each state and learn which action offers maximum average value for each state.
A contextual bandit runs t = 1,2,...,T rounds, the context for our environment is xt ∈ X. Based on the context the
bandit selects an action at ∈ A and the environment returns with a reward rt ∈ R. The goal of the bandit is to
maximize the cumulative reward To accomplish that the bandit has a set of policies Π ⊆ {X → A} and
attempts to find the policy π ∈ Π that grants a largest reward. The contextual bandit problem is developed in our
paper. Depending upon the state which is derived on users heart rate and time, the system has to select best audio
features.
2.2 Linear Regression
Fig 1: Example of Linear Regression
Linear regression models the correlation between independent and dependent variables X and Y respectively. A
straight line is fit as shown in fig 1 to observe data and reduces errors. In order to find the relationship between
height and weight of the person, a graph is plot between weight and height and calculate the equation such a way
that the line to the points of data minimum. Y=b0=b1x minimizes squared offsets between line and data points
[11-13]. We have selected Linear Regression to use in our system, due its wide use and as its comparison with
non-linear ones will be exciting.
2.3 Evaluation Methods
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Offline line, online and user evaluations are some of the approaches used for evaluating the recommendation
systems. As the data set availability is low, expensive and properties are changing in-dependently online
evaluation is not suited for our system. Offline approach is not expensive and more over simple to implement as
it do not need real time users and can be done in starting stages of the system. Hypothesis, Controlling Variables,
Generalization Power are the 3 steps used for offline conduction.
III. SYSTEM OVERVIEW
Our system contains server and clients which are connected using internet. User data is held by server and it also
manages the communication of clients. The system recommends songs to the clients who are connected. Our
system consists of two parts namely feature recommender and ranking system. Depending upon the user data
feature recommender will send back a value for audio feature of a particular song. Using this data ranking system
recommends a set of songs for user. Every client’s heart rate who are using this system using mobile application
for playing songs is captured. Overview of the system shown in fig 2.
Figure 2: System Overview.
Two large set of data sets are used in our system. One is, set of songs paired with tempo, mode and loudness.
These are the variables that are used in our content-based filtering. Starting 1124 set of songs are selected from
the list of songs in Spotify from various playlists. Different id’s are given for every song in Spotify to identify
songs in system. All features of songs are stored in the server by downloading them from Spotify using API.
Tempo is one of the features of music which can be measured in beats, mode of a song can be either major or
minor, loudness is measured as an average of whole song between -60 and 0. Another data set is the data
pertaining to the user. We have taken data from 2 persons and gathered 233 data points all together. Three data
sets are generated which contains 500 data points. These are used for evaluating our system. Data points
represents a song which is played by user or is skipped. Different variables are associated with each song such as:
unique user identity is given for each user, heart rate of the user, time of the day when the song is played by the
user, different identity numbers for each song, Rating is the percentage of song that is listened by the user. If a
person listens whole song then rating 1 is given, If a person listens partial song then rating 0.5 is given, If a
person skips the song then rating 0 is given. When a user want to listen a new song, a request is being made in the
Get Request format with the help of JSON data package, this request contains variables such as user id, heart rate
and time of the day. Once the request is sent the following is begin done:
1. It verifies for a new trained recommender and if it is available it switches to this model.
2. Check the users cache of song, if it is empty the recommended song features are requested, using these features
most popular songs are send into the cache of songs from the ranking system.
3. Next a song from the cache is returned to the user.
IV. RECOMMENDER SYSTEM
Our system contains two systems. The output of the first system is served as input to the second system. The first
system contains three features, every recommender gives a song as output by taking the users data as input. These
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three systems are based upon the machine learning and are implemented using Tensor Flow. Same set of data is
used for training these three systems. Second subsystem is the ranking system. It combines the ratings given by
the user and output of feature recommender. Next it ranks all the songs present in our database and returns the
song which has top ranking to webserver.
4.1 A linear regression (LR) model using Deep Neural Network:
Three similar configured Deep Neural Networks (DNN) were evaluated, which were trained using similar data
with different labels. The system was coded with DNN Classifier in tensor flow, which was configured in such a
way that it uses gradient descent optimizer. Different labels that are given to the song are mode, tempo and
loudness as shown in table 1 were tempo and loudness are represented as buckets and mode as 0 or 1.
The system contains two hidden layers. For the first hidden layer 5 number of neurons were used and for second
hidden layer 1 neuron is used. The same number is used for all three DNNs. When request for song is forwarded,
data pertaining to id, heart rate and time of the day are sent in the request. Next server groups the while data
along with rating to create predictions and forward them to the training model. This enables the system to
generate songs features and pair them with ratings. When this process is done this information is forwarded to the
server which in turn forwards to ranking system. Training script is written for training purpose which can be
called manually when needed. A schedule function is written for running the training for every 2 mins in the
system. The data is organized in such a way that the DNN model can read. Features along with their labels are
given to DNN for training purpose. Check points are also saved after training which can be used for new training
models. The size of hidden layers can be found using the following equations:
N Hidden= N Samples/(α ·(N input+ N output)) ---------------------------(3.1)
N Hidden = upper bound of hidden neurons
N input = no. of input neurons.
N output = no. of output neurons.
N Samples = no. of samples.
α = scaling factor (2-10).
Linear Regression model is an estimator which instantiates for each song. The features are same for all LR
objects. Different labels that are given to the song are mode, tempo and loudness as shown in Table 1 were tempo
and loudness are represented as buckets and mode as 0 or 1. Sever groups the data with rating 1 and forward that
to LR object in order to obtain the features of songs which was predicted. LR model is trained as the DNN model
is trained.
4.2 Contextual Bandit
The contextual bandit setup that was evaluated was a set of three contextual bandits for each user. The contextual
bandit is configured to predict an action for a value which is the feature of a song. The actions used by
contextual bandit is as of DNN and LR models.
Action 6 tempo bandit corresponds to tempo 131 to 150 BPM. The state in the bandit has an integer which is
matched to the combination of heart rate and time as shown in Table 2
y(x) = 1 if rating ≥ 0.8
−1 else
Gradient descent optimizer is used for implementing feed forward neural network for every contextual bandit.
The state that has got highest value as input is selected for prediction or a random action is used for prediction.
The ratio between these two predictions is 1:9. Id pertaining to the action chosen is sent along with the request.
Further the look up table stores the action, id and state which is used further for training purpose and send back
the ratings of the songs to the bandits. Training script is written for training purpose which can be called
manually when needed. A schedule function is written for running the training for every 2 mins in the system. All
the data which is not flagged is obtained from the training script written present in the data base and such data is
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trained. Each of this obtained data has an id associated with it, these id’s are utilized for choosing action and state
of the ratings. Next the data is organized in such a way that the DNN model can read and the features are
forwarded to the system for training purpose. Check points are also saved after training which can be used for
new training models. The data which does not contain any id’s can even be trained using Contextual bandit. For
training the bandit the state is calculated using heart rate and time of the day. The song features can be identified
using song id’s and by bucketizing these events actions for every bandit can be calculated. Further the bandits are
trained using action, state and rating.
Table 1: Buckets for tempo and loudness
Table 2: Features of song.
V. EXPERIMENTATION AND RESULTS
An algorithm is developed depending upon the choices of the user, which is used to generates scores for
recommendations. Every user will listen only one song at particular time. Every song has precise attributes off its
own. Attributes of the users are given in Table 3. These attributes are compared with the attributes of the song
which is recommended and further it's mean is calculated by dividing with 3. Every attribute of a song has range
associated with it, therefore these attributes are divided depending upon these ranges. Example the range of
tempo is between 40 to 210 BPM. Mode attribute value can be zero or one and therefore it affects the other
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attributes this is so because, this low range is termed as error in the network. Therefore we see that the score is
either increased or decreased compared to other attributes. The difference between the features tempo and
loudness is very high and therefore tempo’s affect is high in algorithm than required. In order to avoid this the
range is being spilt into 10 intervals such that tempo and loudness are equally maintained. Empty data base is
required for training contextual bandit. LR model require at least one entry in the data base for training.
Table 3: Features of songs at different times and heart rates
a1 = required tempo
a2 = recommended tempo
b1 = required loudness
b2 = recommended loudness
c1 = required mode
c2 = recommended mode
x = 270 = tempo range
y = −60 = loudness range
Table 4 shows some of the recommended songs of the contextual bandit. The fig 3 shows the graph of contextual
bandit with tempo, loudness, time and score. The table 5 indicates the result of linear regression system. The fig 4
shows the graph of linear regression system.
Table 4: Recommended songs by contextual bandit
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Figure 3: Graph for Contextual Bandit with score and features of song.
Table 5: Recommended songs by Linear Regression
Figure 4: Graph for Linear Regression with score and features of song
Results show that contextual bandit is the best one compared to linear regression. Contextual bandit identifies the
context between the time at which the user is listening the song to the tempo of that song at that time. Linear
regression also recommends the songs with an average good score, but it does not consider the time. This results
in several repetitive recommendations. Whereas Contextual bandit recognizes this corelation and therefore a large
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recommendation can be seen. Due to the selection of restricted number songs and small number of iterations
contextual bandit has obtained high average rating.
VI. CONCLUSION:
In this paper we have aimed to create a service which recommends music to a user. The scheme provides
customer particular recommendations utilizing machine learning and real-time data such as heartbeat and time.
Few machine learning methods were examined to find the algorithm which offers the best perfect estimate for
this specific problem. Contextual bandit and Linear Regression using Deep Learning techniques has been
implemented and evaluated in this paper. Findings reveal that contextual bandit executes best contrasted to linear
regression. For Future work it would be interesting to try using other audio features than the ones implemented.
However, that would require online evaluation to determine whether these audio features gave a better result.
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