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	15. About This Manual
Purpose
This  manual describes how to handle ZXUR 9000 UMTS alarms and notifications.
Intended Audience
This manual is intended for:
l Maintenance engineers
l On-duty staff in equipment room
What Is in This Manual
This manual has the following chapters:
Chapter Description
1, Overview Gives an overview of ZXUR 9000 UMTS alarms and notifications.
2, General Operations Describes the common operations for alarm handling.
3, Alarms Describes the alarms in terms of alarm properties, causes, impact,
and Action.
4, Notifications Describes the notifications in terms of notification properties, causes,
impact, and Action.
Appendix A Link Information Describes the complex operations for alarm handling.
I
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	17. Chapter 1
Overview
Functions of  Fault Management
The fault management system collects fault information from all the NEs in the managed
network in near real-time, such as boards, links, databases, and servers, and then
displays the collected fault information in the format of alarm or notification. The fault
management system helps the system administrator quickly locate and resolve faults
in the managed network. It also provides telecom operators, network management
departments, and equipment vendors with correct and timely alarm data to ensure stable
network operations.
Fault Indication
The fault management system indicates a fault or event occurring in the network in the
form of alarm or notification.
l A fault is indicated in the form of alarm when it persists and affects the reliability
and services of the system. An alarm will be cleared only after the fault is resolved.
Immediate troubleshooting is required when alarms occur.
l A notification indicates a non-repeatable or instantaneous fault or event in the
system, for example, board reset and signaling overload. Such a fault or event is
normally caused by a sudden environment change or other accidental factors. No
special handling is required because the fault or event causing a notification can be
automatically handled by the system. However, a frequently-reported notification
requires troubleshooting.
Alarm Format
The alarms defined for the ZXUR 9000 UMTSare provided with the information such as
property and possible causes. For details, refer to Table 1-1.
Table 1-1 Alarm Format Description
Item Description
Alarm Code Uniquely identifies an alarm.
Name Summarizes the fault information, such as the fault cause and phenomenon.
1-1
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Item Description
Alarm severity There are four alarm severity levels, which are indicated in descending order
of severity as Critical, Major, Minor, and Warning.
l Critical: indicates a fault that causes failures of system operations or
service capabilities. Immediate troubleshooting is required when a critical
alarm is reported.
l Major: indicates a fault that seriously impacts proper system operations or
reduces service capabilities. Clearing the fault to restore the system as
soon as possible is required when a major alarm occurs.
l Minor: indicates a fault that slightly influences proper system operations or
reduces service capabilities. Proper measures should be taken to clear
the fault in a timely manner and prevent the occurrence of more severe
alarms when a major alarm occurs.
l Warning: indicates a fault that has a potential or gradual impact on proper
system operations or service capabilities. Warning messages need to
be analyzed and proper measures should be taken to clear the fault in a
timely manner and avoid more severe alarms.
l Unknown: indicates a fault that severity is defined by users.
The impact degree described in the definition of alarm severity refers to the
impact on a single index, for example, reliability or security. Once the impact
on any index reaches the specified threshold, the severity level of the alarm
can be roughly determined. If an alarm has an impact on multiple indices, its
severity level should be escalated accordingly.
Alarm Type Based on the triggering condition and system impact, alarms can be classified
into the following five types:
l Equipment alarm: related with equipment hardware faults.
l Communication alarm: related with information transmission faults (ITU-T
Recommendation X.733).
l Processing error alarm: related with software or processing faults (defined
in ITU-T Recommendation X.733).
l Environment alarm: related with the environment where the equipment is
located (defined in ITU-T Recommendation X.733).
l QoS alarm: related with equipment operation performance or indexes.
Alarm Description Provides the fault information in detail.
Alarm Cause Provides probable alarm causes to help users troubleshoot, find preventive
measures, and restore the system to normal state in a timely manner.
Impact Provides the consequence of each alarm and the impact on the system and
services.
1-2
SJ-20140527134054-016|2014-07-31 (R1.0) ZTE Proprietary and Confidential
 


	19. Chapter 1 Overview
Item  Description
Action Provides the troubleshooting steps and suggestions.
During the alarm handling process, the following tips needs your attention:
l After recording the fault information, O&M personnel needs to handle the
fault step by step as suggested. If there is no otherwise specified and the
fault is solved (that is, alarm is cleared), the alarm handling process ends.
If the fault persists, go to the next step.
l If fault cannot be removed, contact the local ZTE office.
Notification Format
The notifications defined for the ZXUR 9000 UMTS are provided with the information such
as property and possible causes. For details, refer to Table 1-2.
Table 1-2 Notification Format Description
Item Description
Notification Code Uniquely identifies a notification.
Name Summarizes the event information, such as the cause and phenomenon.
Notification severity There are two alarm severity levels, which are indicated in descending order of
severity as Major, and Minor.
l Major: indicates a fault that seriously impacts proper system operations or
reduces service capabilities. Clearing the fault to restore the system as
soon as possible is required when a major alarm occurs.
l Minor: indicates a fault that slightly influences proper system operations or
reduces service capabilities. Proper measures should be taken to clear
the fault in a timely manner and prevent the occurrence of more severe
alarms when a major alarm occurs.
The impact degree described in the definition of notification severity refers
to the impact on a single index, for example, reliability or security. Once the
impact on any index reaches the specified threshold, the severity level of the
notification can be roughly determined. If a notification has an impact on
multiple indices, its severity level should be escalated accordingly.
Notification Type The notification types are the same as the alarm types.
Notification
Description
Provides the fault information in detail.
Notification Causes Provides probable notification causes to help users troubleshoot, find
preventive measures, and restore the system to normal state in a timely
manner.
Impact Provides the consequence of each notification and the impact on the system
and services.
1-3
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Item Description
Action Provides the troubleshooting steps and suggestions.
During the alarm handling process, the following tips needs your attention:
l After recording the fault information, O&M personnel needs to handle the
fault step by step as suggested. If there is no otherwise specified and the
fault is solved (that is, alarm is cleared), the alarm handling process ends.
If the fault persists, go to the next step.
l If fault cannot be removed, contact the local ZTE office.
1-4
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General Operations
Table  of Contents
Finding the Managed Objects Through an Alarm Object.............................................2-1
Filtering Controller Alarms ........................................................................................2-10
2.1 Finding the Managed Objects Through an Alarm
Object
On the EMS, based on the key information of an alarm object, you can find the managed
elements and check their attributes (configuration parameters).
Key information of an alarm object:
l Subnet and NE information
l Alarm MO information (contained in the alarm details), including:
à Alarm object MOC
à Alarm object DN
à Alarm object name, which is user-defined
Related managed objects:
l Configuration object
l Parent object
l Sub-object
l Referring object
l Referred object
2.1.1 Querying the Configuration Object
This procedure takes the configuration object “Adjacent Office Information (RemoteSp)”
as an example to describe how to query related configuration objects of an alarm object.
Key information of the alarm object is as follows:
l Alarm object MOC=REMOTESP
l Alarm object DN=TransportNetwork=1,Ss7=1,LocalSp=1,RemoteSp=1
l Subnet and NE information: SubNetwork=1333,MEID=1333
The complete DN information that can be used for checking or modifying the configuration
data is as follows:
2-1
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SubNetwork=1333,MEID=1333,ConfigSet=n,TransportNetwork=1,Ss7=1,LocalSp=1,Re
moteSp=1
Where:
l ConfigSet=0 indicates that the data is in the modification area (used for modifying NE
configuration data).
l ConfigSet=1 indicates that the data is in the snapshot area (used for checking NE
configuration).
Steps
l Querying configuration objects through the GUI
1. From the navigation tree in the Configuration Management window, select
Snapshot Area under the NE node, see Figure 2-1.
Figure 2-1 Selecting the Snapshot Area
2. In the search box, enter the object type name Adjacent Office Information, and
click . See Figure 2-2.
Figure 2-2 Querying the Object Type
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The Adjacent Office Information-List tab is displayed in the right pane.
3. Find the configuration object in the list.
You can set conditions to quickly find the object, for example, select DN as the
matching condition, like as the matching algorithm, and TransportNetwork=1 as
the matching value, see Figure 2-3.
Figure 2-3 Querying the Configuration Object
4. Double-click a configuration object and view its attributes in the displayed tab, see
Figure 2-4.
Figure 2-4 Attributes of a Configuration Object
l Querying configuration objects through the MML
1. In the navigation tree of the MML Terminal, select Configuration Management
> Query Managed Object, see Figure 2-5.
Figure 2-5 Selecting the Command Type
2. Enter the command QUERY:MOC="RemoteSp",MOI="SubNetwork=1333,MEI
D=1333,ConfigSet=1,TransportNetwork=1,Ss7=1,LocalSp=1,RemoteSp=1"; to
query the managed object.
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Note:
The configuration object MOC is case sensitive.
The command result is as follows:
– End of Steps –
2.1.2 Querying the Parent Object of a Configuration Object
This procedure takes the “No.7 Signalling Configuration(Ss7)” parent object as an example
to describe how to query the configured parent object through the alarm object information.
Key information of the alarm object is as follows:
l Alarm object MOC=REMOTESP
l Alarm object DN=TransportNetwork=1,Ss7=1,LocalSp=1,RemoteSp=1
l Subnet and NE information SubNetwork=1333,MEID=1333
Therefore, the DN information of “No.7 Signalling Configuration(Ss7)” is DN=TransportNe
twork=1,Ss7=1.
The complete DN information that can be used for checking or modifying the configuration
data is as follows:
SubNetwork=1333,MEID=1333,ConfigSet=1,TransportNetwork=1,Ss7=1.
Steps
l Querying the parent object through the GUI
1. From the navigation tree in the Configuration Management window, select
Snapshot Area under the NE node, see Figure 2-6.
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Figure 2-6 Selecting the Snapshot Area Node
2. In the search box, enter the object type name 7 Signalling Configuration, and
click . See Figure 2-7.
Figure 2-7 Querying the Object Type
The No.7 Signalling Configuration-List tab is displayed in the right pane
3. Find the configuration object in the list.
You can set conditions to quickly find the object, for example, select DN as the
matching condition, like as the matching algorithm, and TransportNetwork=1 as
the matching value, see Figure 2-8.
Figure 2-8 Querying the Configuration Object
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4. Double-click the configuration object. Its attributes are shown the displayed tab,
see Figure 2-9.
Figure 2-9 Attributes of the Configuration Object
l Querying the parent object through MML
1. In the navigation tree of the MML Terminal, select Configuration Management
> Query Managed Object, see Figure 2-10.
Figure 2-10 Selecting the Command Type
2. Enter the command QUERY:MOC="Ss7",MOI="SubNetwork=1333,MEID=133
3,ConfigSet=1,TransportNetwork=1,Ss7=1"; to query the managed object.
The command result is as follows:
– End of Steps –
2.1.3 Querying the Referring Object of a Configuration Object
This procedure takes the referring object “Signalling Linkset (Sls)” of the configuration
object “Mtp3 Route (Mtp3Route) as an example to describe how to query the referring
object through the alarm object information.
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Key information of the alarm object:
l MOC=M3UAROUTE
l Alarm object DN=TransportNetwork=1,Ss7=1,M3uaRoute=1
l Subnet and NE information: SubNetwork=1333,MEID=1333
The complete DN information that can be used for checking or modifying the configuration
data is as follows:
SubNetwork=1333,MEID=1333,ConfigSet=1,TransportNetwork=1,Ss7=1,Mtp3Route=1
Steps
l Querying the referring object through the GUI
1. From the navigation tree in the Configuration Management window, select
Snapshot Area under the NE node, see Figure 2-11.
Figure 2-11 Selecting the Snapshot Area Node
2. In the search box, enter the object type name Mtp3 Route, and click , See
Figure 2-12.
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Figure 2-12 Querying the Object Type
The Mtp3 Route-List tab is displayed in the right pane.
3. Find the configuration object in the list.
You can set conditions to quickly find the object, for example, select DN as the
matching condition, like as the matching algorithm, and Mtp3Route=1 as the
matching value, see Figure 2-13.
Figure 2-13 Querying the Configuration Object
4. Double-click the configuration object. Its attributes are shown the displayed tab,
see Figure 2-14.
Figure 2-14 Attributes of the Configuration Object
2-8
SJ-20140527134054-016|2014-07-31 (R1.0) ZTE Proprietary and Confidential
 


	29. Chapter 2 General  Operations
5. Click Used signalling linkset 1. The linked Signalling Linkset-List tab is
displayed, see Figure 2-15.
Figure 2-15 Locating the Signaling Link Set
Check the information of the signaling link set (Sls).
l Querying the referring object through the MML
1. In the navigation tree of the MML Terminal, select Configuration Management
> Query Managed Object, see Figure 2-16.
Figure 2-16 Selecting the Command Type
2. Enter the command QUERY:MOC="Mtp3Route",MOI="SubNetwork=1333,ME
ID=1333,ConfigSet=1,TransportNetwork=1,Ss7=1,Mtp3Route=1"; to query the
managed object.
The command result is as follows:
3. Drag the horizontal scroll bar to the right and view the Used signalling linkset 1
information.
4. According to the signaling link group information, enter the command
QUERY:MOC="Sls",MOI="SubNetwork=1333,MEID=1333,ConfigSet=1,Transpo
rtNetwork=1,Ss7=1,LocalSp=1,RemoteSp=1,Sls=1"; to query the referring object.
The command result is as follows:
– End of Steps –
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2.2 Filtering Controller Alarms
In the network management system, specific conditions can be set to filter alarms during
a query of active or historical alarms.
You can query the required alarms by:
l Selecting the corresponding board where the alarms are raised directly on the rack
diagram.
l Entering the location information of the board where the alarms are raised, including
the rack, shelf, and slot information of the board.
l Entering the office information in the alarms.
2.2.1 Checking Board Alarms Through the Rack Diagram
The rack diagram displays the board configuration and the alarms at each severity level
on each slot.
This section describes how to check the board alarms through the rack diagram.
Steps
1. Right-click the faulty NE, and select Open Diagram from the shortcut menu.
The board where the alarm is generated blinks in the color corresponding to the alarm
severity. For details, refer to the following table.
Alarm Color Severity
Critical
Major
Minor
Warning
2. In the Rank Chart, right-click the faulty board, and select Show Active Alarm from
the shortcut menu, see Figure 2-17.
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Figure 2-17 Selecting the Show Active Alarm Command Item
The Show Active Alarm dialog box is displayed.
3. Double-click an alarm, and view the alarm details and handling suggestions.
– End of Steps –
2.2.2 Filtering Alarms Based on Alarm Location
This procedure takes the “Port trunk failed(199007168)” alarm as an example to describe
how to filter controller alarms based on the alarm location.
Key information of the alarm object is as follows:
Location: EQRNCID=1,RACKNO=1,SHELFNO=2,SLOTNO=18,CPUNO=1.
Steps
l Querying alarms through the GUI
1. On the Location tab, select the NE Type of the controller, see Figure 2-18.
Figure 2-18 Selecting the NE Type
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2. Select the board where the alarm is generated, see Figure 2-19.
Figure 2-19 Selecting the Board
3. Switch to the Alarm Code tab, and select Port trunk failed(199007168), see
Figure 2-20.
Figure 2-20 Selecting the Alarm Code
4. Click OK. The query result is displayed, see Figure 2-21.
Figure 2-21 Alarm Query Result
l Querying alarms through MML
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1. In the navigation tree of the MML Terminal, select Fault Management > Show
Active Alarm, see Figure 2-22.
Figure 2-22 Selecting the Command Type
2. Enter the command SHOW CURRENT ALARM:POSITION="urop:OMMOID=hn
fwvxgt-1@sbn=4@me=4",ALARMCODE="199007168",ISVISIBLE=TRUE,SYST
EMTYPE=20421,SUBPOSITION1="EQRNCID=1,RACKNO=1,SHELFNO=2,SL
OTNO=18,CPUNO=1"; to query the current alarms.
The command result is as follows:
– End of Steps –
2.2.3 Querying Alarms by Office Information
The information of an office includes “Site Name (Office)” and “Site ID (Office)”.
This procedure describes how to query alarms in accordance with the information of an
office, for example, “Site ID (Office): 3005”.
Context
If the office information is available in the alarm details, you can view the office information
by either of the following two methods:
l Alarm list
The office information is available in the corresponding columns in the alarm list, see
the following figure:
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l Additional information
The office information is available in the Additional Information area on the Detail
tab, see the following figure:
Steps
l Fuzzy query
1. On the Others tab, select Remark(Fuzzy Match), and enter 3005 in the text box,
see Figure 2-23.
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Figure 2-23 Entering the Office Information for Alarm Query
2. Click OK. The queried alarm is displayed on the query result tab, see Figure 2-24.
Figure 2-24 Query Result
l Advanced query
1. On the Others tab, click Advanced. The Advanced dialog box is displayed.
2. On the Additional Information tab, enter 3005 in the Site ID(Office) text box,
see Figure 2-25.
Figure 2-25 Entering the Site ID
3. Click OK. The queried alarm is displayed on the query result tab, see Figure 2-24.
– End of Steps –
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Alarms
Table of  Contents
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Communications Alarm ..........................................................................................3-223
Qos Alarm..............................................................................................................3-286
3.1 Equipment Alarm
3.1.1 199000256 OMC port's link is down
Alarm Information
l Alarm code: 199000256
l Name: OMC port's link is down
l Alarm severity: Warning
l Alarm type: Equipment Alarm
Alarm Description
This alarm is raised if the board detects that the link of the OMC port is disconnected.
Alarm Cause
l The OMC network interface is not connected or the cable connection of the OMC network
interface is incorrect.
l The OMC network interface of the board is faulty.
l The peer port is faulty.
l The switching boards in the same shelf of the board are faulty.
Impact
l If the board is in active status, the network management system cannot manage NEs.
l If the board is in standby status, this alarm does not affect the system, but the reliability of the
system is reduced.
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Action
1. Query the OMM mode configured for the CMM board in the same shelf as the board, and
determine whether the OMM mode is external OMM (for the controller, it is fixed to built-in OMM).
Yes -> Step 2.
No -> Step 3.
2. Check whether the OMC port of the faulty board has a problem with the cable connection.
Yes -> Step 4.
No -> Step 6.
3. Check whether the control-plane switching board in the same shelf in the rack diagram operates
improperly.
Yes -> Step 5.
No -> Step 8.
4. Replace the cable, and check whether the alarm is cleared.
Yes -> End.
No -> Step 6.
5. Handle the fault related to the switching board, and check whether the alarm is cleared.
Yes -> End.
No -> Step 6.
6. Check whether the peer device connected to the port is normal.
Yes -> Step 8.
No -> Step 7.
7. Resolve the fault of the peer device, and check whether the alarm is cleared.
Yes -> End.
No -> Step 8.
8. Contact the next level of maintenance support.
3.1.2 199000512 Trunk loss of frame
Alarm Information
l Alarm code: 199000512
l Name: Trunk loss of frame
l Alarm severity: Major
l Alarm type: Equipment Alarm
Alarm Description
This alarm is raised if the trunk (E1/T1) frame is lost due to unsynchronized signals.
3-2
SJ-20140527134054-016|2014-07-31 (R1.0) ZTE Proprietary and Confidential
 


	39. Chapter 3 Alarms
Alarm  Cause
l The local end or the peer end is not properly grounded.
l A transmission device is faulty.
l The receiving impedance does not match the cable type.
l The E1/T1 chip hardware is faulty.
l The frame format of the local end is different from that of the peer end.
Impact
All services on this trunk are interrupted.
Action
1. Check whether the board has any of the following alarms in accordance with "Rack number",
"Shelf number", "Slot number", and "CPU number" in the alarm information.
199001286 Input clock of the board is lost
199005796 Clock of this board is abnormal
Yes -> Step 2.
No -> Step 3.
2. Handle the related alarms, and check whether this alarm is cleared.
Yes -> End.
No -> Step 3.
3. Query the trunk E1/T1 object in accordance with the alarm object and query the E1/T1 port
configuration. Contact the maintenance personnel of the peer end to check whether the format
of the E1 frame on the local end is the same as that on the peer end, or whether the format of
the T1 frame and the encoding format of the T1 link on the local end are the same as those
on the peer end.
Yes -> Step 5.
No -> Step 4.
4. Modify the local E1/T1 port configuration or request the maintenance personnel of the peer end
to modify the peer-end configuration so that E1/T1 port attributes are the same on both ends.
Wait for three minutes, and check whether the alarm is cleared.
Yes -> End.
No -> Step 5.
5. Search for the specific port of the board in accordance with "Rack number", "Shelf number", "Slot
number", "Primary device index" (the primary device index is the optical port number if the board
uses the optical port trunk), and "Secondary device index" (the secondary device index is the
trunk number if the board uses the electrical interface trunk) in the alarm information, and then
check whether the cable connection of the faulty E1/T1 port is correct.
Yes -> Step 7.
No -> Step 6.
6. Adjust the cable connection as required and then check whether the alarm is cleared.
Yes -> End.
No -> Step 7.
7. Check whether the cable or connector is damaged.
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Yes -> Step 8.
No -> Step 9.
8. Replace the cable, and check whether the alarm is cleared.
Yes -> End.
No -> Step 9.
9. Check whether the protective grounding wires of the interconnected devices are connected
properly. Properly connect the protective grounding wires for both ends if the grounding is poor or
wrong, and then check whether the alarm is cleared.
Yes -> End.
No -> Step 10.
10. Check whether the board is an ASPB board in accordance with "Board type" in the alarm
information.
Yes -> Step 11.
No -> Step 13.
11. Remove the board (refer to Removing a Board) and check whether the DIP switch of the board
and the jumper of the rear board are consistent with the cable type.
Yes -> Step 15.
No -> Step 14.
12. Adjust the DIP switch of the board and the jumper of the rear board to be consistent with the
cable type, and then check whether the alarm is cleared.
Yes -> End.
No -> Step 15.
13. Query "E1 Impedance" or "T1 Impedance". Remove the board (refer to Removing a Board)
and check whether the DIP switch of the board and the trunk impedance are consistent with
the cable type.
Yes -> Step 15.
No -> Step 14.
14. Adjust the DIP switch and the impedance of the trunk to ensure that they are consistent with the
cable type, and then check whether the alarm is cleared.
Yes -> End.
No -> Step 15.
15. [A2003] Run the START DTM command to perform a local loopback test on the trunk in
accordance with the alarm object and "Rack number", "Shelf number", "Slot number", "CPU
number", "Primary device index", and "Secondary device index" in the alarm information, wait for
about one minute, and then check whether the alarm is cleared and cancel the loopback test.
Yes -> Step 17.
No -> Step 16.
16. [[Replace the board]], wait for a maximum of 10 minutes, and then check whether the alarm
is cleared.
Yes -> End.
No -> Step 17.
17. Contact the next level of maintenance support.
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3.1.3  199000513 Trunk loss of signal
Alarm Information
l Alarm code: 199000513
l Name: Trunk loss of signal
l Alarm severity: Major
l Alarm type: Equipment Alarm
Alarm Description
This alarm is raised when the board cannot detect signals input from the trunk port.
Alarm Cause
l The E1 line is not connected or connected incorrectly to the DDF.
l The E1 line is damaged or the connector of the E1 line is in poor contact.
l The peer transmission device is faulty.
l The E1/T1 chip hardware is faulty.
Impact
All services on this trunk are interrupted.
Action
1. Search for the faulty port in accordance with the rack number, shelf number, slot number, primary
device index (optical port index), and the secondary device index (E1/T1 port index) in the alarm
information, and then check whether the cable connection of the faulty E1/T1 port is correct.
Yes -> Step 3.
No -> Step 2.
2. Adjust the cable connection as required and then check whether the alarm is cleared.
Yes -> End.
No -> Step 3.
3. Check whether the cable or connector is damaged.
Yes -> Step 4.
No -> Step 5.
4. Replace the cable, and check whether the alarm is cleared.
Yes -> End.
No -> Step 5.
5. [A2003] Run the START DTM command to perform a local loopback test on the trunk in
accordance with the alarm object and "Rack number", "Shelf number", "Slot number", "CPU
number", "Primary device index", and "Secondary device index" in the alarm information, wait for
about one minute, and then check whether the alarm is cleared and cancel the loopback test.
Yes -> Step 7.
No -> Step 6.
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6. [[Replace the faulty board]], or replace the rear board on the faulty board, wait for a maximum
of 10 minutes, and then check whether the alarm is cleared.
Yes -> End.
No -> Step 7.
7. Contact the next level of maintenance support.
3.1.4 199000514 Trunk alarm indication signal
Alarm Information
l Alarm code: 199000514
l Name: Trunk alarm indication signal
l Alarm severity: Major
l Alarm type: Equipment Alarm
Alarm Description
This alarm is raised if the board detects that the signals received by the trunk port are all 1.
Alarm Cause
l The peer device is faulty.
l The E1/T1 chip hardware of this board is faulty.
Impact
All services on this trunk are interrupted.
Action
1. Contact the maintenance personnel of the peer end to check whether the peer device has
related alarms.
Yes -> Step 2.
No -> Step 3.
2. After the maintenance personnel of the peer end handles the alarms, check whether the alarm
is cleared.
Yes -> End.
No -> Step 3.
3. [A2003] Run the START DTM command to perform a local loopback test on the trunk in
accordance with the alarm object and "Rack number", "Shelf number", "Slot number", "CPU
number", "Primary device index", and "Secondary device index" in the alarm information, wait for
about one minute, and then check whether the alarm is cleared and cancel the loopback test.
Yes -> Step 5.
No -> Step 4.
4. [[Replace the faulty board]]. Wait for ten minutes, and check whether the alarm is cleared.
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Yes  -> End.
No -> Step 5.
5. Contact the next level of maintenance support.
3.1.5 199000515 Trunk loss of CRC multi-frame
Alarm Information
l Alarm code: 199000515
l Name: Trunk loss of CRC multi-frame
l Alarm severity: Major
l Alarm type: Equipment Alarm
Alarm Description
This alarm is raised if the trunk (E1/T1) multiframe is lost due to unsynchronized CRC multiframe
signals.
Alarm Cause
l The local end or the peer end is not properly grounded.
l A transmission device is faulty.
l The receiving impedance does not match the cable type.
l The local E1/T1 chip hardware is faulty.
l The frame format of the local end is different from that of the peer end.
Impact
All services on this trunk are interrupted.
Action
1. Query the trunk E1/T1 object in accordance with the alarm object and query the E1/T1 port
configuration. Contact the maintenance personnel of the peer end to check whether the format
of the E1 frame on the local end is the same as that on the peer end, or whether the format of
the T1 frame and the encoding format of the T1 link on the local end are the same as those
on the peer end.
Yes -> Step 3.
No -> Step 2.
2. Modify the local E1/T1 port configuration or request the maintenance personnel of the peer end
to modify the peer-end configuration so that E1/T1 port attributes are the same on both ends.
Check whether the alarm is cleared.
Yes -> End.
No -> Step 3.
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3. Contact the maintenance personnel for the transmission network to check whether the
transmission network is faulty.
Yes -> Step 4.
No -> Step 5.
4. Ask the maintenance personnel for the transmission network to resolve the fault of the
transmission network, and check whether the alarm is cleared.
Yes -> End.
No -> Step 5.
5. Check whether the cable connection of the faulty E1/T1 port is correct in accordance with "Rack
number", "Shelf number", "Primary device index" (optical port number), and "Secondary device
index" (E1/T1 port number) in the alarm information.
Yes -> Step 7.
No -> Step 6.
6. Adjust the cable connection as required and then check whether the alarm is cleared.
Yes -> End.
No -> Step 7.
7. Check whether the cable or connector is damaged.
Yes -> Step 8.
No -> Step 9.
8. Replace the cable, and check whether the alarm is cleared.
Yes -> End.
No -> Step 9.
9. Check whether the protective grounding wires of the interconnected devices are connected
properly. Properly connect the protective grounding wires for both ends if the grounding is poor or
wrong, and then check whether the alarm is cleared.
Yes -> End.
No -> Step 10.
10. Check whether the board is an ASPB board in accordance with "Board type" in the alarm
information.
Yes -> Step 11.
No -> Step 13.
11. Remove the board (refer to Removing a Board) and check whether the DIP switch of the board
and the jumper of the rear board are consistent with the cable type.
Yes -> Step 15.
No -> Step 12.
12. Adjust the DIP switch of the board and the jumper of the rear board to be consistent with the
cable type, and then check whether the alarm is cleared.
Yes -> End.
No -> Step 15.
13. Query "E1 Impedance" or "T1 Impedance". Remove the board (refer to Removing a Board)
and check whether the DIP switch of the board and the trunk impedance are consistent with
the cable type.
Yes -> Step 15.
No -> Step 14.
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14.  Adjust the DIP switch and the impedance of the trunk to ensure that they are consistent with the
cable type, and then check whether the alarm is cleared.
Yes -> End.
No -> Step 15.
15. [A2003] Run the START DTM command to perform a local loopback test on the trunk in
accordance with the alarm object and "Rack number", "Shelf number", "Slot number", "CPU
number", "Primary device index", and "Secondary device index" in the alarm information, wait for
about one minute, and then check whether the alarm is cleared and cancel the loopback test.
Yes -> Step 17.
No -> Step 16.
16. [[Replace the faulty board]], wait for 10 minutes, and check whether the alarm is cleared.
Yes -> End.
No -> Step 17.
17. Contact the next level of maintenance support.
3.1.6 199000517 Trunk remote alarm indication
Alarm Information
l Alarm code: 199000517
l Name: Trunk remote alarm indication
l Alarm severity: Major
l Alarm type: Equipment Alarm
Alarm Description
This alarm is raised if the board detects that the trunk port receives "Remote Alarm Indication"
from the peer end.
Alarm Cause
l An error occurs when the local end sends a signal.
l An intermediate transmission device is faulty.
l The E1/T1 chip hardware is faulty.
Impact
All services on this trunk are interrupted.
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Action
1. Contact the peer maintenance personnel to check whether the peer device has related fault.
Yes -> Step 2.
No -> Step 3.
2. Ask the maintenance personnel of the peer end to resolve the fault, and check whether the
alarm is cleared.
Yes -> End.
No -> Step 3.
3. [A2003] Run the START DTM command to perform a local loopback test on the trunk in
accordance with the alarm object and "Rack number", "Shelf number", "Slot number", "CPU
number", "Primary device index", and "Secondary device index" in the alarm information, wait for
about one minute, and then check whether the alarm is cleared and cancel the loopback test.
Yes -> Step 5.
No -> Step 4.
4. [[Replace the faulty board]], wait for 10 minutes, and check whether the alarm is cleared.
Yes -> End.
No -> Step 5.
5. Contact the next level of maintenance support.
3.1.7 199000518 Trunk link is used for CSU loopback test
Alarm Information
l Alarm code: 199000518
l Name: Trunk link is used for CSU loopback test
l Alarm severity: Minor
l Alarm type: Equipment Alarm
Alarm Description
This alarm is raised if the board detects that the trunk link performs the CSU loopback test.
Alarm Cause
The CSU loopback test is set for the trunk link manually.
Impact
The trunk link is blocked, so services cannot be carried on this link.
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Action
1.  [A2014]Run the START DTM command to cancel the CSU loopback in accordance with the
alarm object and "Rack number", "Shelf number", "Slot number", "CPU number", "Primary
device index", and "Secondary device index" in the alarm information, and then check whether
the alarm is cleared.
Yes -> End.
No -> Step 2.
2. Contact the next level of maintenance support.
3.1.8 199001024 ATM cell delineation not synchronized
Alarm Information
l Alarm code: 199001024
l Name: ATM cell delineation not synchronized
l Alarm severity: Minor
l Alarm type: Equipment Alarm
Alarm Description
This alarm is raised if the ATM cell delineation is not synchronized.
Alarm Cause
l The optical transmission device of the peer end is faulty.
l The optical fiber transmission link is faulty, so the header HEC of the cell is damaged. As a result,
the cell cannot be located from the frame in the physical layer.
l The local optical receiver is faulty.
l The header HEC of the cell is processed differently by the local and peer devices.
Impact
The ATM communication may be abnormal.
Action
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1. [A2001] Run the START DTM command to perform a system loopback test on the SDH optical
port in accordance with the alarm object and the "Rack number", "Shelf number", "Slot number",
"CPU number", and "Optical port index" in the alarm information, wait for one minute, and then
check whether the alarm is cleared.
Yes -> [A2002] Run the START DTM command to cancel the loopback test on the SDH optical
port in accordance with the alarm object and the "Rack number", "Shelf number", "Slot number",
"CPU number", and "Optical port index" in the alarm information, and go to Step 2.
No -> Step 12.
2. Check whether the faulty port has any of the following alarms in accordance with the "Rack
number", "Shelf number", ‘Slot number", "CPU number", and "Optical port index" in the alarm
information.
199001792 SDH/SONET:Loss of signal
199001793 SDH/SONET:Loss of frame
199001795 SDH/SONET:MS alarm indication signal/Line alarm indication signal
199001800 SDH/SONET:AU alarm indication signal/Path alarm indication signal
199001802 SDH/SONET:HP unequipped/Path unequipped
Yes -> Step 3.
No -> Step 4.
3. Handle the above alarms, and check whether the alarm is cleared.
Yes -> End.
No -> Step 4.
4. Check whether the board has any of following alarms in accordance with the "Rack number",
"Shelf number", "Slot number", and "CPU number" in the alarm information.
199001286 Input clock of the board is lost
199005768 All of the board input clocks which have the same frequency are lost
199005796 Clock of this board is abnormal
Yes -> Step 5.
No -> Step 6.
5. Handle the above alarms, and check whether the alarm is cleared.
Yes -> End.
No -> Step 6.
6. Query the "Board (Board)" parent object in accordance with the alarm object, and check whether
the "Port Type(ExtPortType)" and "SDH speed mode(SdhPortMuxMode)" parameters are
consistent with those of the peer end.
Yes -> Step 8.
No -> Step 7.
7. Modify the configuration of the local end as required, or ask the maintenance personnel of the
peer device to modify the configuration to ensure the configuration of the local end is consistent
with that of the peer end. Wait for one minute, and check whether the alarm is cleared.
Yes -> End.
No -> Step 8.
8. Perform the self-loop operation on the faulty port through the optical fibers (on the ODF frame),
and then check whether the alarm is cleared.
Yes -> Step 10.
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No  -> Step 9.
9. Replace the old optical fiber with a new one, and then check whether the alarm is cleared.
Yes -> End.
No -> Step 10.
10. Contact the maintenance personnel of the peer device to check whether the peer device has
related alarms of the interconnected port.
Yes -> Step 11.
No -> Step 13.
11. Check whether the alarm is cleared after the fault on the peer device is resolved.
Yes -> End.
No -> Step 13.
12. [[Replace the board]], and check whether the alarm is cleared.
Yes -> End.
No -> Step 2.
13. Contact the next level of maintenance support.
3.1.9 199001025 Loss of ATM cell delineation
Alarm Information
l Alarm code: 199001025
l Name: Loss of ATM cell delineation
l Alarm severity: Minor
l Alarm type: Equipment Alarm
Alarm Description
This alarm is raised if the ATM cell delineation fails to be synchronized for a certain period.
Alarm Cause
l The optical transmission device of the peer end is faulty.
l The optical fiber transmission link is faulty, so the header HEC of the cell is damaged. As a result,
the cell cannot be located from the frame in the physical layer.
l The local optical receiver is faulty.
l The header HEC of the cell is processed differently by the local and peer devices.
Impact
The ATM communication may be disconnected.
Action
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1. [A2001] Run the START DTM command to perform a system loopback test on the SDH optical
port in accordance with the alarm object and the "Rack number", "Shelf number", "Slot number",
"CPU number", and "Optical port index" in the alarm information, wait for one minute, and then
check whether the alarm is cleared.
Yes -> [A2002] Run the START DTM command to cancel the loopback test on the SDH optical
port in accordance with the alarm object and the "Rack number", "Shelf number", "Slot number",
"CPU number", and "Optical port index" in the alarm information, and go to Step 2.
No -> Step 12.
2. Check whether the faulty port has any of the following alarms in accordance with the "Rack
number", "Shelf number", ‘Slot number", "CPU number", and "Optical port index" in the alarm
information.
199001792 SDH/SONET:Loss of signal
199001793 SDH/SONET:Loss of frame
199001795 SDH/SONET:MS alarm indication signal/Line alarm indication signal
199001800 SDH/SONET:AU alarm indication signal/Path alarm indication signal
199001802 SDH/SONET:HP unequipped/Path unequipped
199001025 Loss of ATM cell delineation
Yes -> Step 3.
No -> Step 4.
3. Handle the above alarms, and check whether the alarm is cleared.
Yes -> End.
No -> Step 4.
4. Check whether the board has any of following alarms in accordance with the "Rack number",
"Shelf number", "Slot number", and "CPU number" in the alarm information.
199001286 Input clock of the board is lost
199005768 All of the board input clocks which have the same frequency are lost
199005796 Clock of this board is abnormal
Yes -> Step 5.
No -> Step 6.
5. Handle the above alarms, and check whether the alarm is cleared.
Yes -> End.
No -> Step 6.
6. Query the "Board (Board)" parent object in accordance with the alarm object, and check whether
the "Port Type(ExtPortType)" and "SDH speed mode(SdhPortMuxMode)" parameters are
consistent with those of the peer end.
Yes -> Step 8.
No -> Step 7.
7. Modify the configuration of the local end as required, or ask the maintenance personnel of the
peer device to modify the configuration to ensure the configuration of the local end is consistent
with that of the peer end. Wait for one minute, and check whether the alarm is cleared.
Yes -> End.
No -> Step 8.
8. Perform the self-loop operation on the faulty port through the optical fibers (on the ODF frame),
and then check whether the alarm is cleared.
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Yes  -> Step 10.
No -> Step 9.
9. Replace the old optical fiber with a new one, and then check whether the alarm is cleared.
Yes -> End.
No -> Step 10.
10. Contact the maintenance personnel of the peer device to check whether the peer device has
related alarms of the interconnected port.
Yes -> Step 11.
No -> Step 13.
11. Check whether the alarm is cleared after the fault on the peer device is resolved.
Yes -> End.
No -> Step 13.
12. [[Replace the board]], and check whether the alarm is cleared.
Yes -> End.
No -> Step 2.
13. Contact the next level of maintenance support.
3.1.10 199001026 ATM cell delineation do not synchronization
about cell on E1/T1 link
Alarm Information
l Alarm code: 199001026
l Name: ATM cell delineation do not synchronization about cell on E1/T1 link
l Alarm severity: Minor
l Alarm type: Equipment Alarm
Alarm Description
Cell delineation do not synchronization about cell on E1/T1 link.
Alarm Cause
l The optical transmission device of the peer end is faulty.
l The optical fiber transmission link is faulty, so the header HEC of the cell is damaged. As a result,
the cell cannot be located from the frame in the physical layer.
l The local optical receiver is faulty.
l The header HEC of the cell is processed differently by the local and peer devices.
Impact
Data reception is failure and signaling link is down.
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Action
1. [A2013]Query the trunk E1/T1 object in accordance with "Subsystem ID", "Unit Number", "TC
Index", and "CPU Index" in the alarm information, and run the START DTM command to perform
a local loopback test on the trunk. Wait for one minute, and check whether the alarm is cleared.
Yes -> Cancel the local loopback and go to Step 2.
No -> Step 5.
2. Query the ATM port object in accordance with "Subsystem ID", "Unit Number", "TC Index",
and "CPU Index" in the alarm information, and check whether the scrambling modes are the
same on both ends.
Yes -> Step 4.
No -> Step 3.
3. If required, modify the scrambling mode of the local end, or ask the maintenance personnel of
the peer end to modify the scrambling mode on the peer end, wait for one minute, and then
check whether the alarm is cleared.
Yes -> End.
No -> Step 4.
4. Run the SET NORMALRESET command to reset the board in accordance with "Rack number",
"Shelf number", "Slot number", and "CPU number" in the alarm information. Wait for five minutes,
and check whether the alarm is cleared.
Yes -> End.
No -> Step 5.
5. [[Replace the board]], wait for five minutes, and check whether the alarm is cleared.
Yes -> End.
No -> Step 6.
6. Contact the next level of maintenance support.
3.1.11 199001286 Input clock of the board is lost
Alarm Information
l Alarm code: 199001286
l Name: Input clock of the board is lost
l Alarm severity: Minor
l Alarm type: Equipment Alarm
Alarm Description
This alarm is raised if the board detects that the input clock is lost.
Alarm Cause
l The clock line is not connected.
l The clock output source operates improperly.
l The hardware of the clock module of the board is faulty.
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Impact
Services  on the board may be affected.
Action
1. Check whether the boards in Slots 21 and 22 of the shelf are clock boards in accordance with the
"Rack number" and "Shelf number" in the alarm information.
Yes -> Step 2.
No -> Step 10.
2. Check whether an alarm is raised on the upper-level clock board.
Yes -> Step 3.
No -> Step 4.
3. Handle the alarm raised on the upper-level clock board, and check whether the alarm is cleared.
Yes -> End.
No -> Step 4.
4. In the Independent Board Configuration Online window, check whether the upper-level
clock shelf is configured as the master shelf.
Yes -> Step 8.
No -> Step 5.
5. Modify the configuration of the upper-level clock shelf in accordance with the actual clock
networking requirements. If it is configured as the master shelf, the clock reference configuration
should be added. Check whether the alarm is cleared.
Yes -> End.
No -> Step 6.
6. Check whether the following alarms are raised on the upper-level clock board:
199001285 Clock chip is in preheat status
199005405 Clock board phase-lock loop work mode is abnormal
199026133 Output clock of the board is lost
199005768 All of the board input clocks which have the same frequency are lost
199005796 Clock of this board is abnormal
Yes -> Step 7.
No -> Step 8.
7. Handle the alarm raised on the upper-level clock board, and check whether the alarm is cleared.
Yes -> End.
No -> Step 8.
8. Check whether the cables for the clock network are connected as required. (Refer to Installing
Clock Cables.)
Yes -> Step 16.
No -> Step 9.
9. Connect the cables in accordance with the inter-shelf clock networking requirements, and check
whether the alarm is cleared.
Yes -> End.
No -> Step 16.
10. Check whether the clock board in the shelf is powered on successfully. (Refer to EGFS Panel
Indicators
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Yes -> Step 12.
No -> Step 11.
11. Power on the clock board, and check whether the alarm is cleared.
Yes -> End.
No -> Step 12.
12. Check whether the clock shelf configuration is correct.
Yes -> Step 14.
No -> Step 13.
13. In the Independent Board Configuration Online window, check whether the clock reference is
configured for the master shelf. If not, configure it, and check whether the alarm is cleared.
Yes -> End.
No -> Step 14.
14. Check whether the following alarms are raised on the clock board of the shelf:
199001285 Clock chip is in preheat status
199005405 Clock board phase-lock loop work mode is abnormal
199026133 Output clock of the board is lost
199005768 All of the board input clocks which have the same frequency are lost
199005796 Clock of this board is abnormal
Yes -> Step 15.
No -> Step 16.
15. Handle the above alarms, and check whether the alarm is cleared.
Yes -> End.
No -> Step 16.
16. Contact the next level of maintenance support.
3.1.12 199001792 SDH/SONET:Loss of signal
Alarm Information
l Alarm code: 199001792
l Name: SDH/SONET:Loss of signal
l Alarm severity: Major
l Alarm type: Equipment Alarm
Alarm Description
This alarm is raised if the system fails to detect that the optical port receives a signal.
Alarm Cause
l The optical transmission device of the peer end is faulty.
l The optical transmission line is faulty.
l The local optical receiver is faulty.
l The optical power exceeds the range supported by the optical module.
3-18
SJ-20140527134054-016|2014-07-31 (R1.0) ZTE Proprietary and Confidential
 


	55. Chapter 3 Alarms
Impact
l  All the trunk receiving signals transmitted through the SDH/SONET channel are interrupted, and
the corresponding services are also interrupted.
l When a LOS alarm is raised, the board sends MS-RDI to the peer end.
Action
1. [A2001] Run the START DTM command to perform a system loopback test on the SDH optical
port in accordance with the alarm object and the "Rack number", "Shelf number", "Slot number",
"CPU number", and "Optical port index" in the alarm information, wait for one minute, and then
check whether the alarm is cleared.
Yes -> [A2002] Run the START DTM command to cancel the loopback test on the SDH optical
port in accordance with the alarm object and the "Rack number", "Shelf number", "Slot number",
"CPU number", and "Optical port index" in the alarm information, and go to Step 2.
No -> Step 11.
2. Check whether the faulty port has any of the following alarms in accordance with the "Rack
number", "Shelf number", ‘Slot number", "CPU number", and "Optical port index" in the alarm
information.
199005793 RX Power High Alarm
199005794 RX Power Low Alarm
Yes -> Step 3.
No -> Step 4.
3. Handle the above alarms, and check whether the alarm is cleared.
Yes -> End.
No -> Step 4.
4. 4. [A2009] Run the START DTM command to perform a diagnostic test on the board in
accordance with the "Rack number", "Shelf number", "Slot number" and "CPU number" in the
alarm information, and then check whether the rate, wavelength, multimode, and single-mode of
the optical module of the local end are consistent with those of the peer end.
Yes -> Step 6.
No -> Step 5.
5. Replace the optical module (refer to Replacing an Optical Module) as required, or ask the
maintenance personnel of the peer device to replace the optical module, and then check whether
the alarm is cleared.
Yes -> End.
No -> Step 6.
6. Clean the optical fiber connector of the port, and then unplug and plug the optical fiber. Ensure
the optical fiber connection is normal (avoid mistaking the sending port for receiving port, and
vice versa). Check whether the alarm is cleared.
Yes -> End.
No -> Step 7.
7. Perform the self-loop operation on the faulty port through the optical fibers (on the ODF frame),
and then check whether the alarm is cleared.
Yes -> Step 9.
No -> Step 8.
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8. Replace the old optical fiber with a new one, and then check whether the alarm is cleared.
Yes -> End.
No -> Step 9.
9. Contact the maintenance personnel of the peer device to check whether the peer device has
related alarms of the interconnected port.
Yes -> Step 10.
No -> Step 12.
10. Check whether the alarm is cleared after the fault on the peer device is resolved.
Yes -> End.
No -> Step 12.
11. [[Replace the board]], and check whether the alarm is cleared.
Yes -> End.
No -> Step 2.
12. Contact the next level of maintenance support.
3.1.13 199001793 SDH/SONET:Loss of frame
Alarm Information
l Alarm code: 199001793
l Name: SDH/SONET:Loss of frame
l Alarm severity: Major
l Alarm type: Equipment Alarm
Alarm Description
This alarm is raised if the port cannot correctly receive A1A2 frame locating signals continuously.
Alarm Cause
l The optical transmission device of the peer end is faulty, and therefore the signal does not
have a frame structure.
l The signal is attenuated greatly because of the optical transmission line.
l The local optical receiver is faulty.
l The local clock is abnormal.
Impact
l All the trunk receiving signals transmitted through the SDH/SONET channel are interrupted, and
the corresponding services are also interrupted.
l When this alarm is raised, the board transmits MS-RDI to the peer end.
Action
3-20
SJ-20140527134054-016|2014-07-31 (R1.0) ZTE Proprietary and Confidential
 




Download Now

AboutSupportTermsPrivacyCopyrightCookie PreferencesDo not sell or share my personal informationEverand
EnglishCurrent LanguageEnglish
Español
Portugues
Français
Deutsche




© 2024 SlideShare from Scribd 





