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	9. PREFACE
This book was  written over a number of years while teaching short courses to indus-
try. Most of the participants were graduate engineers, and a few were instrument
technicians. For the engineers, the challenge was to show them that the control
theory most of them heard in college is indeed the basis for the practice of process
control. For the technicians, the challenge was to teach them the practice of process
control with minimum mathematics.The book does not emphasize mathematics,and
a serious effort has been made to explain, using readable language, the meaning and
significance of every term used: that is, what the term is telling us about the process,
about the controller, about the control performance, and so on.
The book assumes that the reader does not know much about process control.
Accordingly, Chapter 1 presents the very basics of process control. While sev-
eral things are presented in Chapter 1, the main goals of the chapter are (1) to
present why process control is needed, (2) to present the basic components of a
control system, (3) to define some terms, and (4) to present the concept of feedback
control with its advantages, disadvantages, and limitations.
To do good process control there are at least three things the practitioner
should know and fully understand: (1) the process, (2) the process, and (3) the
process! Chapter 2 presents a discussion of processes from a very physical point
of view. Everything presented in this chapter is used extensively in all remaining
chapters.
Chapter 3 presents a discussion of feedback controllers,and specifically,the work-
horse in the process industry: the PID controller. A significant effort is made to
explain each tuning parameter in detail as well as the different types of controllers,
with their advantages and disadvantages. In the chapter we describe how to tune,
adjust, or adapt the controller to the process. Finally, we discuss the important topics
of reset windup, tracking, and tuning flow and level loops. Throughout the presen-
tation, the use of distributed control systems (DCSs) is stressed. Problems are pre-
sented at the end of Chapters 2 and 3 to practice what was presented.
xi
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	10. As discussed in  Chapter 1, feedback control has the limitation that in some cases
it does not provide enough control performance. In these cases some other control
strategy is needed to obtain the control performance required. What is usually done
is to provide assistance to feedback control; feedback control is never removed.
Cascade control is a common strategy to improve simple feedback control. In
Chapter 4 we present the concept and implementation of cascade control.
In Chapter 5 we describe ratio, override (or constraint), and selective control. To
implement these strategies, some computing power is needed. The chapter starts
with a presentation of how DCSs handle signals as they enter the system and a
description of different programming techniques and computing power. Ratio, over-
ride,and selective control are presented using examples.The chapter ends with some
hints on how to go about designing these strategies. Many problems are given at
the end of the chapter.
Once feedback and cascade control have been presented, it is worthwhile to
discuss the important subject of control system stability. Chapter 6 starts with the
subject of block diagram and continues with the subject of stability. Block diagrams
are used in subsequent chapters to explain the implementation of other control
strategies. Stability is presented from a very practical point of view without dealing
much with mathematics. It is important for the practitioner to understand how each
term in the control system affects the stability of the system.
The detrimental effect of dead time on the stability of a control system is
presented in Chapter 6. Chapter 7 is devoted exclusively to feedforward control.
Various ways to design and implement this important compensation strategy and
several examples are presented. Several techniques to control processes with long
dead times are described in Chapter 8, and multivariable process control in Chapter
9. Appendix A provides some process examples to design the control strategies for
an entire process. Finally, Appendix B describes the processes presented in the
compact disk (CD). These processes have been used for many years to practice
tuning feedback and cascade controllers as well as designing feedforward
controllers.
The author believes that to practice industrial process control (as opposed to
“academic” process control), there is generally no need for advanced mathematics.
The author is also aware that the reader is interested in learning “just enough
theory”to practice process control.The main concern during the writing of this man-
uscript has been to present the reader with the benefits obtained with good control,
and in doing so, to motivate him or her to learn more about the subject. We hope
you do so, and now wish you good controlling!
It is impossible to write a book like this one without receiving help and encour-
agement from other people. The author would first like to acknowledge the encour-
agement received from the hundreds of engineers and technicians who have
attended the short courses and offered suggestions and examples. The author would
also like to sincerely thank his friends, colleagues, and most outstanding chemical
engineers, J. Carlos Busot and Armando B. Corripio (coauthor of Principles and
Practice of Automatic Process Control). Their friendship, human quality, profes-
sional quality, and ability to frustrate the author have had a great positive impact
in my life. Thanks to both of you! ABC also provided the material presented in
Section 8-2. The author also remembers very dearly his former student, the late Dr.
Daniel Palomares, for his contributions to the simulations presented in the CD
xii PREFACE
preflims.qxd 7/3/2003 8:31 PM Page xii
 


	11. accompanying this book.  Finally,the author would like to thank his graduate student
and friend, Dr. Marco Sanjuan. Marco’s friendship, support, and continuous encour-
agement have made these past years a tremendous pleasure. Marco also put the
final touches to the CD.
Tampa, FL Carlos A. Smith, Ph.D., P.E.
2001
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	12. CHAPTER 1
INTRODUCTION
Automatic process  control is concerned with maintaining process variables, tem-
peratures, pressures, flows, compositions, and the like, at a desired operating value.
As we shall see in the ensuing pages, processes are dynamic in nature. Changes are
always occurring, and if actions are not taken, the important process variables—
those related to safety, product quality, and production rates—will not achieve
design conditions.
1-1 PROCESS CONTROL SYSTEM
To fix ideas, let us consider a heat exchanger in which a process fluid is heated by
condensing steam; the process is sketched in Fig. 1-1.1. The purpose of this unit is
to heat the process fluid from some inlet temperature, Ti(t), up to a desired outlet
temperature, T(t). The energy gained by the process fluid is provided by the latent
heat of condensation of the steam.
In this process many variables can change, causing the outlet temperature to
deviate from its desired value. If this happens, some action must be taken to correct
for this deviation. The objective is to maintain the outlet process temperature at
its desired value. One way to accomplish this objective is to first measure the tem-
perature, T(t), compare it to its desired value, and based on this comparison, decide
what to do to correct for any deviation. The steam valve can be manipulated to
correct for the deviation. That is, if the temperature is above its desired value, the
steam valve can be throttled back to cut the steam flow (energy) to the heat
exchanger. If the temperature is below its desired value, the steam valve could be
opened more to increase the steam flow to the exchanger. The operator can do all
of this manually, and since the procedure is fairly straightforward, it should present
no problem. However, there are several problems with this manual process control.
First, the job requires that the operator look frequently at the temperature to take
1
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	13. corrective action whenever  it deviates from the value desired. Second, different
operators would make different decisions as to how to move the steam valve, result-
ing in inconsistent operation. Third, since in most process plants hundreds of vari-
ables must be maintained at a desired value,this correction procedure would require
a large number of operators. Consequently, we would like to accomplish this control
automatically. That is, we would like to have systems that control the variables
without requiring intervention from the operator. This is what is meant by auto-
matic process control.
To accomplish this objective, a control system must be designed and imple-
mented. A possible control system and its basic components are shown in Fig. 1-1.2.
The first thing to do is to measure the outlet temperature of the process stream.
This is done by a sensor (thermocouple, resistance temperature device, filled system
thermometers, thermistors, etc.). Usually, this sensor is connected physically to a
transmitter, which takes the output from the sensor and converts it to a signal strong
enough to be transmitted to a controller. The controller then receives the signal,
which is related to the temperature,and compares it with the value desired. Depend-
ing on this comparison, the controller decides what to do to maintain the tempera-
ture at its desired value. Based on this decision, the controller sends a signal to the
final control element, which in turn manipulates the steam flow. This type of control
strategy is known as feedback control.
The preceding paragraph presented the three basic components of all control
systems:
1. Sensor/transmitter: also often called the primary and secondary elements
2. Controller: the “brain” of the control system
3. Final control element: often a control valve, but not always.
Other common final control elements are variable-speed pumps, conveyors, and
electric motors.
The importance of these components is that they perform the three basic oper-
ations that must by present in every control system:
2 INTRODUCTION
Steam
Process
fluid
T
Condensate
return
T t
( )
T t
i ( )
Figure 1-1.1 Heat exchanger.
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	14. 1. Measurement (M).  Measuring the variable to be controlled is usually done by
the combination of sensor and transmitter.
2. Decision (D). Based on the measurement, the controller decides what to do
to maintain the variable at its desired value.
3. Action (A). As a result of the controller’s decision, the system must then take
an action. This is usually accomplished by the final control element.
These three operations, M, D, A, are always present in every type of control
system. It is imperative, however, that the three operations be in a loop. That is,
based on the measurement, a decision is made, and based on this decision, an action
is taken. The action taken must come back and affect the measurement; otherwise,
there is a major flaw in the design and control will not be achieved; when the action
taken does not affect the measurement, an open-loop condition exists. The decision
making in some systems is rather simple, whereas in others it is more complex; we
look at many of them in this book.
1-2 IMPORTANT TERMS AND OBJECTIVE OF
AUTOMATIC PROCESS CONTROL
At this time it is necessary to define some terms used in the field of automatic
process control. The first term is controlled variable, which is the variable that must
be maintained, or controlled, at some desired value. In the preceding discussion, the
process outlet temperature, T(t), is the controlled variable. Sometimes the terms
IMPORTANT TERMS AND OBJECTIVE OF AUTOMATIC PROCESS CONTROL 3
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	15. process variable and/or  measurement are also used to refer to the controlled vari-
able. The set point is the desired value of the controlled variable. Thus the job of a
control system is to maintain the controlled variable at its set point. The manipu-
lated variable is the variable used to maintain the controlled variable at its set point.
In the example, the steam valve position is the manipulated variable. Finally, any
variable that causes the controlled variable to deviate away from the set point is
defined as a disturbance or upset. In most processes there are a number of differ-
ent disturbances. As an example, in the heat exchanger shown in Fig. 1-1.2, possi-
ble disturbances are the inlet process temperature Ti(t), the process flow f(t), the
energy content of the steam, ambient conditions, process fluid composition, and
fouling. It is important to understand that disturbances are always occurring in
processes. Steady state is not the rule; transient conditions are very common. It is
because of these disturbances that automatic process control is needed. If there
were no disturbances, design operating conditions would prevail and there would
be no necessity of continuously “monitoring” the process.
With these terms defined, we can simply state the following: The objective of an
automatic process control system is to adjust the manipulated variable to maintain
the controlled variable at its set point in spite of disturbances.
It is wise to enumerate some of the reasons why control is important. These are
based on our industrial experience and we would like to pass them on to the reader.
They may not be the only ones, but we feel they are the most important.
1. Prevent injury to plant personnel, protect the environment by preventing
emissions and minimizing waste, and prevent damage to the process equip-
ment. Safety must always be in everyone’s mind; it is the single most impor-
tant consideration.
2. Maintain product quality (composition, purity, color, etc.) on a continuous
basis and with minimum cost.
3. Maintain plant production rate at minimum cost.
So it can be said that the reasons for automation of process plants are to provide
safety and at the same time maintain desired product quality, high plant through-
put, and reduced demand on human labor.
The following additional terms are also important. Manual control refers to the
condition in which the controller is disconnected from the process. That is, the con-
troller is not making the decision as to how to maintain the controlled variable at
the set point. It is up to the operator to manipulate the signal to the final control
element to maintain the controlled variable at the set point. Automatic or closed-
loop control refers to the condition in which the controller is connected to the
process, comparing the set point to the controlled variable, and determining and
taking corrective action.
1-3 REGULATORY AND SERVO CONTROL
In some processes the controlled variable deviates from the set point because of
disturbances. Regulatory control refers to systems designed to compensate for these
4 INTRODUCTION
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	16. disturbances. In some  other instances the most important disturbance is the set point
itself. That is, the set point may be changed as a function of time (typical of this is
a batch reactor where the temperature must follow a desired profile), and therefore
the controlled variable must follow the set point. Servo control refers to control
systems designed for this purpose.
Regulatory control is far more common than servo control in the process indus-
tries. However, the basic approach to designing them is essentially the same. Thus
the principles discussed in this book apply to both cases.
1-4 TRANSMISSION SIGNALS, CONTROL SYSTEMS, AND OTHER TERMS
There are three principal types of signals in use in the process industries. The pneu-
matic signal, or air pressure, ranges normally between 3 and 15 psig. The usual rep-
resentation in piping and instrument diagrams (P&IDs) for pneumatic signals is
–—//
———//
——. The electrical signal ranges normally between 4 and 20mA; 1 to
5V or 0 to 10V are also used. The usual representation for this signal is a series of
dashed lines such as – — — —. The third type of signal is the digital, or discrete,
signal (zeros and ones); a common representation is —–—–—–. In these notes
we show signals as –—/
———/
—— (as shown in Fig. 1-1.2), which is the representa-
tion proposed by the Instrument Society of America (ISA) when a control concept
is shown without concern for specific hardware. Generally, we refer to signals as a
percent, 0 to 100%, as opposed to psig or mA. That is, 0 to 100% is equivalent to 3
to 15psig or 4 to 20mA.
It will help in understanding control systems to realize that signals are used by
devices (transmitters, controllers, final control elements, etc.) to communicate. That
is, signals are used to convey information. The signal from the transmitter to the
controller is used by the transmitter to inform the controller of the value of the con-
trolled variable. It is not the measurement in engineering units, but rather, a mA,
psig, volt, or other signal that is proportional to the measurement. The relationship
to the measurement depends on the calibration of the sensor/transmitter. The con-
troller uses its output signal to indicate to the final control element what to do (i.e.,
how much to open if it is a valve, how fast to run if it is a variable-speed pump, etc.).
Thus every signal is related to some physical quantity that makes sense from an
engineering point of view. The signal from the temperature transmitter in Fig. 1-1.2
is related to the outlet temperature, and the signal from the controller is related to
the steam valve position.
It is often necessary to change one type of signal into another type. A transducer
or converter does this. For example, there may be a need to change from an elec-
trical signal, mA, to a pneumatic signal, psig. This is done by the use of a current (I)
to pneumatic (P) transducer (I/P). The input signal may be 4 to 20mA and the
output 3 to 15psig. An analog-to-digital (A to D) converter changes from an mA
or volt signal to a digital signal. There are many other types of transducers: digital
to analog (D to A), pneumatic to current (P/I), voltage to pneumatic (E/P), pneu-
matic to voltage (P/E), and so on.
The term analog refers to the controller, or any other instrument, which is pneu-
matic, electrical, hydraulic, or mechanical. Most controllers however, are computer-
based, or digital. By computer-based we don’t necessarily mean a mainframe
TRANSMISSION SIGNALS, CONTROL SYSTEMS, AND OTHER TERMS 5
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	17. computer but rather,  anything starting from a microprocessor. In fact, most con-
trollers are microprocessor-based.
1-5 CONTROL STRATEGIES
1-5.1 Feedback Control
The control scheme shown in Fig. 1-1.2 is referred to as feedback control, also called
a feedback control loop. One must understand the working principles of feedback
control to recognize its advantages and disadvantages; the heat exchanger control
loop shown in Fig. 1-1.2 is presented to foster this understanding.
If the inlet process temperature decreases, thus creating a disturbance, its effect
must propagate through the heat exchanger before the outlet temperature
decreases. Once this temperature changes, the signal from the transmitter to the
controller also changes. It is then that the controller becomes aware that a devia-
tion from set point has occurred and that it must compensate for the disturbance
by manipulating the steam valve. The controller then signals the valve to increase
its opening and thus increase the steam flow. Figure 1-5.1 shows graphically the
effect of the disturbance and the action of the controller.
It is instructive to note that at first the outlet temperature decreases, because of
the decrease in inlet temperature, but it then increases, even above the set point and
continues to oscillate until it finally stabilizes. This oscillatory response is typical of
feedback control and shows that it is essentially a trial and error operation. That is,
when the controller notices that the outlet temperature has decreased below the set
point, it signals the valve to open, but the opening is more than required. Therefore,
the outlet temperature increases above the set point. Noticing this, the controller
signals the valve to close again somewhat to bring the temperature back down. This
trial and error continued until the temperature reached and stayed at set point.
The advantage of feedback control is that it is a very simple technique that com-
pensates for all disturbances. Any disturbance affects the controlled variable, and
once this variable deviates from the set point, the controller changes its output to
return the controlled variable to set point. The feedback control loop does not know,
nor does it care, which disturbance enters the process. It only tries to maintain the
controlled variable at set point and in so doing compensates for all disturbances.
The feedback controller works with minimum knowledge of the process. In fact, the
only information it needs is in which direction to move. How much to move is
usually adjusted by trial and error. The disadvantage of feedback control is that it
can compensate for a disturbance only after the controlled variable has deviated
from the set point. That is, the disturbance must propagate through the entire
process before the feedback control scheme can compensate for it.
The job of the engineer is to design a control scheme that will maintain the con-
trolled variable at its set point. Once this is done, the engineer must then adjust,
or tune, the controller so that it minimizes the trial-and-error operation required
to control. Most controllers have up to three terms used to tune them. To do a
creditable job, the engineer must first know the characteristics of the process to be
controlled. Once these characteristics are known, the control system can be
designed, and the controller can be tuned. What is meant by process characteristics
6 INTRODUCTION
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	18. CONTROL STRATEGIES 7
Figure  1-5.1 Response of feedback control.
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	19. is explained in  Chapter 2; in Chapter 3 we present various methods to tune
controllers.
1-5.2 Feedforward Control
Feedback control is the most common control strategy in the process industries. Its
simplicity accounts for its popularity. In some processes, however, feedback control
may not provide the control performance required. For these processes, other types
of control may have to be designed. In Chapters 5 and 7 we present additional control
strategies that have proven to be profitable. One such strategy is feedforward
control. The objective of feedforward control is to measure the disturbances and
compensate for them before the controlled variable deviates from the set point. If
applied correctly, the controlled variable deviation would be minimum.
A concrete example of feedforward control is the heat exchanger shown in Fig.
1-1.2. Suppose that “major” disturbances are the inlet temperature Ti(t) and the
process flow f(t). To implement feedforward control these two disturbances must
first be measured and then a decision made as to how to manipulate the steam valve
to compensate for them. Figure 1-5.2 shows this control strategy. The feedforward
controller makes the decision about how to manipulate the steam valve to maintain
the controlled variable at set point, depending on the inlet temperature and process
flow.
In Section 1-2 we learned that there are a number of different disturbances. The
feedforward control system shown in Fig. 1-5.2 compensates for only two of them.
If any of the other disturbances enter the process, this strategy will not compensate
for it, and the result will be a permanent deviation from set point of the controlled
variable. To avoid this deviation, some feedback compensation must be added to
feedforward control; this is shown in Fig. 1-5.3. Feedforward control now compen-
8 INTRODUCTION
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	20. sates for the  “major” disturbances; feedback control compensates for all other dis-
turbances. In Chapter 7 we present the development of the feedforward controller.
Actual industrial cases are used to discuss this important strategy in detail.
It is important to notice that the three basic operations, M, D, A, are still present
in this more “advanced” control strategy. The sensors and transmitters perform the
measurement. Both feedforward and feedback controllers make the decision; the
steam valve takes action.
The advanced control strategies are usually more costly, in hardware, computing
power, and personnel necessary to design, implement, and maintain, than feedback
control. Therefore, they must be justified (safety or economics) before they can be
implemented. The best procedure is first to design and implement a simple control
strategy, keeping in mind that if it does not prove satisfactory, a more advanced
strategy may be justifiable. It is important, however, to recognize that these
advanced strategies still require feedback compensation.
1-6 SUMMARY
In this chapter the need for automatic process control has been discussed. Indus-
trial processes are not static but rather, very dynamic; they are changing continu-
ously because of many types of disturbances. It is principally because of this dynamic
nature that control systems are needed on a continuous and automatic basis to
watch over the variables that must be controlled.
The working principles of a control system can be summarized with the three
letters M, D, and A: M refers to the measurement of process variables, D to the deci-
sion to be made based on the measurements of the process variables, and A to the
action to be taken based on the decision.
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	21. The basic components  of a process control system were also presented:
sensor/transmitter, controller, and final control element. The most common types of
signals—pneumatic, electrical, and digital—were introduced along with the purpose
of transducers.
Two control strategies were presented: feedback and feedforward control. The
advantages and disadvantages of both strategies were discussed briefly.
10 INTRODUCTION
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	22. CHAPTER 2
PROCESS CHARACTERISTICS
In  this chapter we discuss process characteristics and describe in detail what is meant
by a process, their characteristics, and how to obtain these characteristics using
simple process information. The chapter is most important in the study of process
control. Everything presented in this chapter is used to tune controllers and to
design various control strategies.
2-1 PROCESS AND IMPORTANCE OF PROCESS CHARACTERISTICS
It is important at this time to describe what a process is from a controls point of
view. To do this, consider the heat exchanger of Chapter 1, which is shown again in
Fig. 2-1.1a. The controller’s job is to control the process. In the example at hand,
the controller is to control the outlet temperature. However, realize that the con-
troller only receives the signal from the transmitter. It is through the transmitter
that the controller “sees” the controlled variable. Thus, as far as the controller is con-
cerned, the controlled variable is the transmitter output. The controller only looks at
the process through the transmitter. The relation between the transmitter output
and the process variable is given by the transmitter calibration.
In this example the controller is to manipulate the steam valve position to main-
tain the controlled variable at the set point. Realize, however, that the way the
controller manipulates the valve position is by changing its signal to the valve (or
transducer). Thus the controller does not manipulate the valve position directly; it
only manipulates its output signal. Thus, as far as the controller is concerned, the
manipulated variable is its own output.
If the controller is to control the process, we can therefore define the process as
anything between the controller’s output and the signal the controller receives.
Referring to Fig. 2-1.1a, the process is anything within the area delineated by
the curve. The process includes the I/P transducer, valve, heat exchanger with
11
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	23. associated piping, sensor,  and transmitter. That is, the process is everything except
the controller.
A useful diagram is shown in Fig. 2-1.1b. The diagram shows all the parts of the
process and how they relate. The diagram also clearly shows that the process output
is the transmitter output and the process input is provided by the controller output.
Note that we refer to the output of the transmitter as c(t) to stress the fact that this
signal is the real controlled variable; the unit of c(t) is %TO (transmitter output).
We refer to the signal from the controller as m(t) to stress the fact that this signal
is the real manipulated variable; the unit of m(t) is %CO (controller output).
Now that we have defined the process to be controlled, it is necessary to explain
why it is important to understand the terms that describe its characteristics. As we
learned in Chapter 1, the control response depends on the tuning of the controller.
The optimum tunings depend on the process to be controlled. As we well know,
every process is different, and consequently, to tune the controller, the process
characteristics must first be obtained. What we do is to adapt the controller to the
process.
12 PROCESS CHARACTERISTICS
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	24. Another way to  say that every process has different characteristics is to say that
every process has its own “personality.” If the controller is to provide good control,
the controller personality (tunings) must be adapted to that of the process. It is
important to realize that once a process is built and installed, it is not easy to change
it. That is, the process is not very flexible. All the flexibility resides in the controller
since it is very easy to change its tunings. As we show in Chapter 3, once the terms
describing the process characteristics are known, the tuning of the controller is
a rather simple procedure. Here lies the importance of obtaining the process
characteristics.
2-2 TYPES OF PROCESSES
Processes can be classified into two general types depending on how they respond
to an input change: self-regulating and non-self-regulating. The response of a self-
regulating process to step change in input is depicted in Fig. 2-2.1. As shown in the
TYPES OF PROCESSES 13
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	25. figure, upon a  bound change in input, the output reaches a new final operating con-
dition and remains there. That is, the process regulates itself to a new operating
condition.
The response of non-self-regulating processes to a step change in input is shown
in Fig. 2-2.2. The figure shows that upon a bound change in input, the process output
does not reach, in principle, a final operating condition. That is, the process does not
regulate itself to a new operating condition. The final condition will be an extreme
operating condition, as we shall see.
Figure 2-2.2 shows two different responses. Figure 2-2.2a shows the output reach-
ing a constant rate of change (slope). The typical example of this type of process is
the level in a tank, as shown in Fig. 2-2.3. As the signal to the pump (process input)
is reduced, the level in the tank (process output) starts to increase and reaches a
steady rate of change. The final operating condition is when the tank overflows
(extreme operating condition). Processes with this type of response are referred to
as integrating processes. Not all level processes are of the integrating type, but they
are the most common examples.
Figure 2-2.2b shows a response that changes exponentially. The typical example
of this type of process is a reactor (Fig. 2-2.4) where an exothermic chemical reac-
tion takes place. Suppose that the cooling capacity is somewhat reduced by closing
the cooling valve (increasing the signal to the valve). Figure 2-2.2b shows that as
the signal to the cooling valve (process input) increases, the water flow is reduced
and the temperature in the reactor (process output) increases exponentially. The
final operating condition is when the reactor melts down or when an explosion
or any other extreme operating condition occurs (open a relief valve). This type
of process is referred to as open-loop unstable. Certainly, the control of this type
of process is quite critical. Not all exothermic chemical reactors are open-loop
unstable, but they are the most common examples.
Sometimes the input variable is also referred to as a forcing function. This is so
because it forces the process to respond. The output variable is sometimes referred
to as a responding variable because it responds to the forcing function.
Fortunately, most processes are of the self-regulating type. In this chapter we
discuss only this type. In Chapter 3 we present the method to tune level loops
(integrating process).
2-3 SELF-REGULATING PROCESSES
There are two types of self-regulating processes: single capacitance and multi-
capacitance.
2-3.1 Single-Capacitance Processes
The following two examples explain what it is meant by single-capacitance
processes.
Example 2-3.1. Figure 2-3.1 shows a tank where a process stream is brought in,
mixing occurs, and a stream flows out. We are interested in how the outlet temper-
ature responds to a change in inlet temperature. Figure 2-3.2 shows how the outlet
14 PROCESS CHARACTERISTICS
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	26. temperature responds to  a step change in inlet temperature. The response curve
shows the steepest slope occurring at the beginning of the response. This response
to a step change in input is typical of all single-capacitance processes. Furthermore,
this is the simplest way to recognize if a process is of single capacitance.
Example 2-3.2. Consider the gas tank shown in Fig. 2-3.3. Under steady-state con-
ditions the outlet and inlet flows are equal and the pressure in the tank is constant.
We are interested in how the pressure in the tank responds to a change in inlet flow,
SELF-REGULATING PROCESSES 15
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	27. shown in Fig.  2-3.4a, and to a change in valve position, vp(t), shown in Fig. 2-3.4b.
When the inlet flow increases, in a step change, the pressure in the tank also
increases and reaches a new steady value. The response curve shows the steepest
slope at the beginning. Consequently, the relation between the pressure in the tank
and the inlet flow is that of a single capacitance. Figure 2-3.4b shows that when
the outlet valve opens, the percent valve position increases in a step change, the
pressure in the tank drops. The steepest slope on the response curve occurs at its
16 PROCESS CHARACTERISTICS
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	28. beginning, and therefore  the relation between the pressure in the tank and the valve
position is also of single capacitance.
Terms That Describe the Process Characteristics. We have so far shown two
examples of single-capacitance processes. It is important now to define the terms
that describe the characteristics of these processes; there are three such terms.
Process Gain (K). Process gain (or simply, gain) is defined as the ratio of the change
in output, or responding variable, to the change in input, or forcing function.
Mathematically, this is written
(2-3.1)
Let us apply this definition of gain to Examples 2-3.1 and 2-3.2.
For the thermal system, from Fig. 2-3.2, the gain is
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	29. Therefore, the gain  tells us how much the outlet temperature changes per unit
change in inlet temperature. Specifically, it tells us that for a 1°F increase in inlet
temperature, there is a 0.8°F increase in outlet temperature. Thus, this gain tells us
how sensitive the outlet temperature is to a change in inlet temperature.
For the gas tank, from Fig. 2-3.4a, the gain is
18 PROCESS CHARACTERISTICS
Figure 2-3.4 Response of pressure in tank to a change in (a) inlet flow and (b) valve
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	30. This gain tells  us how much the pressure in the tank changes per unit change in inlet
flow. Specifically, it tells us that for a 1-cfm increase in inlet flow there is a 0.2-psi
increase in pressure in the tank. As in the earlier example, the gain tells us the sen-
sitivity of the output variable to a change in input variable.
Also for the gas tank, from Fig. 2-3.4b, another gain is
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	31. This gain tells  us that for an increase of 1% in valve position the pressure in the
tank decreases by 1.0psi.
These examples indicate that the process gain (K) describes the sensitivity of the
output variable to a change in input variable. The output could be the controlled
variable and the input, the manipulated variable. Thus, in this case, the gain then
describes how sensitive the controlled variable is to a change in the manipulated
variable.
Anytime the process gain is specified, three things must be given:
1. Sign. A positive sign indicates that if the process input increases, the process
output also increases; that is, both variables move in the same direction. A
negative sign indicates the opposite; that is, the process input and process
output move in the opposite direction. Figure 2-3.4b shows an example of this
negative gain.
2. Numerical value.
3. Units. In every process these are different types of gains. Consider the gas tank
example. Figure 2-3.4a provides the gain relating the pressure in the tank to
the inlet flow and consequently, the unit is psi/cfm. Figure 2-3.4b provides the
gain relating the pressure in the tank to the valve position, and consequently,
the unit is psi/%vp. If the sign and numerical value of the gain are given, the
only thing that would specify what two variables are related by a particular
gain are the units. In every process there are many different variables and thus
different gains.
It is important to realize that the gain relates only steady-state values, that is, how
much a change in the input variable affects the output variable. Therefore, the gain
is a steady-state characteristic of the process. The gain does not tell us anything about
the dynamics of the process, that is, how fast changes occur.
To describe the dynamics of the process, the following two terms are needed: the
time constant and the dead time.
Process Time Constant (t). The process time constant (or simply, time constant)
for a single-capacitance processes is defined [1], from theory, as
t = Amount of time counted from the moment the variable starts to respond
that it takes the process variable to reach 63.2% of its total change
Figure 2-3.5, a duplicate of Fig. 2-3.4b, indicates the time constant. It is seen from
this figure, and therefore from its definition, that the time constant is related to the
speed of response of the process. The faster a process responds to an input, the
shorter the time constant; the slower the process responds, the longer the time con-
stant. The process reaches 99.3% of the total change in 5t from the moment it starts
to respond, or in 99.8% in 6t. The unit of time constant is minutes or seconds. The
unit used should be consistent with the time unit used by the controller or control
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	32. system. As discussed  in Chapter 3, most controllers use minutes as time units, while
a few others use seconds.
To summarize, the time constant tells us how fast a process responds once it starts
to respond to an input. Thus, the time constant is a term related to the dynamics of
the process.
Process Dead Time (to). Figure 2-3.6 shows the meaning of process dead time (or
simply, dead time). The figure shows that
to = finite amount of time between the change in input variable
and when the output variable starts to respond
SELF-REGULATING PROCESSES 21
Figure 2-3.5 Response of pressure in tank to a change in valve position, time constant.
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	33. The figure also  shows the time constant to aid in understanding the difference
between them. Both t and to are related to the dynamics of the process.
As we will learn shortly, most processes have some amount of dead time. Dead
time has significant adverse effects on the controllability of control systems. This is
shown in detail in Chapter 5.
The numerical values of K, t, and to depend on the physical parameters of the
process. That is, the numerical values of K, t, and to depend on the size, calibration,
22 PROCESS CHARACTERISTICS
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	34. and other physical  parameters of the equipment and process. If any of these changes,
the process will change and this will be reflected in a change in K, t, and to; the terms
will change singly or in any combination.
Process Nonlinearities. The numerical value of K, t, and to depend on the process
operating conditions. Processes where the numerical values of K, t, and to are con-
stant over the entire operating range, known as linear processes, occur very infre-
quently. Most often,processes are nonlinear. In these processes the numerical values
of K, t, and to vary with operating conditions. Nonlinear processes are the norm.
Figure 2-3.7 shows a simple example of a nonlinear process. A horizontal tank
with dished ends is shown with two different heights, h1 and h2. Because the cross
section of the tank at h1 is less than at h2, the level at h1 will respond faster to changes
in inlet, or outlet, flow than the level at h2. That is, the dynamics of the process at
h1 are faster than at h2. A detailed analysis of the process shows that the gain
depends on the square root of the pressure drop across the valve. This pressure drop
depends on the liquid head in the tank. Thus the numerical value of the gain will
vary as the liquid head in the tank varies.
The tank process is mainly nonlinear because of the shape of the tank. Most
processes are nonlinear, however, because of their physical–chemical characteris-
tics. To mention a few, consider the relation between the temperature and the rate
of reaction (exponential, the Arrhenius expression); between the temperature and
the vapor pressure (another exponential, the Antoine expression); between flow
through a pipe and the heat transfer coefficients; and finally, the pH.
The nonlinear characteristics of processes are most important from a process
control point of view. As we have already discussed, the controller is always adapted
to the process. Thus, if the process characteristics change with operating conditions,
the controller tunings should also change, to maintain control performance.
Mathematical Description of Single-Capacitance Processes. Mathematics
provides the technical person with a very convenient communication tool.The equa-
tion that describes how the output variable, O(t), of a single-capacitance process,
with no dead time, responds to a change in input variable, I(t), is given by the dif-
ferential equation
(2-3.2)
We do not usually use differential equations in process control studies, but rather,
transform them into the shorthand form
t
dO t
dI t
O t KI t
( )
( )
+ ( ) = ( )
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Figure 2-3.7 Horizontal tank with dished ends.
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	35. (2-3.3)
This equation is  referred to as a transfer function because it describes how the
process “transfers” the input variable to the output variable. Some readers may
remember that the s term refers to the Laplace operator. For those readers that may
not have seen it before, don’t worry: s stands for “shorthand.” We will only use this
equation to describe single-capacitance processes, not to do any mathematics. Equa-
tion (2-3.3) develops from Eq. (2-3.2), and because this equation is a first-order dif-
ferential equation, single-capacitance processes are also called first-order processes.
The transfer function for a pure dead time is given by the transfer function
(2-3.4)
Thus, the transfer function for a first-order-plus-dead-time (FOPDT) process is
given by
(2-3.5)
Transfer functions will be used in these notes to facilitate communication and to
describe processes.
2-3.2 Multicapacitance Processes
The following two examples explain the meaning of multicapacitance.
Example 2-3.3. Consider the tanks-in-series process shown in Fig. 2-3.8. This
process is an extension of the single tank shown in Fig. 2-3.1. We are interested in
learning how the outlet temperature from each tank responds to a step change in
inlet temperature to the first tank, Ti(t); each tank is assumed to be well mixed.
Figure 2-3.8 also shows the response curves. The response curve of T1(t) shows the
first tank behaving as a first-order process. Thus its transfer function is given by
(2-3.6)
The T2(t) curve shows the steepest slope occurring later in the curve, not at the
beginning of the response. What happens is that once Ti(t) changes, T1(t) has to
change enough before T2(t) starts to change. Thus, at the very beginning, T2(t) is
barely changing. When the process is composed of the first two tanks, it is not of
first order. Since we know there are two tanks in series in this process, we write its
transfer function as
(2-3.7)
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Figure 2-3.8 Tanks in series.
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	37. The T3(t) curve  shows an even slower response than before. T3(t) has to wait now
for T2(t) to change enough before it starts to respond. Since there are three tanks
in series in this process, we write its transfer function as
(2-3.8)
All of our previous comments can be extended when we consider four tanks as
a process. In this case we write the transfer function
(2-3.9)
and so on.
Since a process described by Eq. (2-3.6) is referred to as a first-order process, we
could refer to a process described by Eq. (2-3.7) as a second-order process. Simi-
larly, the process described by Eq. (2-3.8) is referred to as a third-order process, the
process described by Eq. (2-3.9) as a fourth-order process, and so on. In practice
when a curve such as the one given by T2(t), T3(t), or T4(t) is obtained, we really do
not know the order of the process. Therefore, any process that is not of first order
is referred to as a higher-order or multicapacitance process.
Figure 2-3.8 shows that as the order of the process increases, the response looks
as if it has dead time. As a matter of fact, this “apparent,” or “effective,” dead time
increases as the order of the process increases. Since most processes are of a higher
order, this is a common reason why dead times are found in processes.
To avoid dealing with multiple time constants, second-order-plus-dead-time
(SOPDT) or first-order-plus-dead-time (FOPDT) approximations to higher-order
processes are commonly used:
(2-3.10)
or
(2-3.11)
We show how to obtain these approximations in Section 2-5.
Example 2-3.4. As a second example of a multicapacitance process, consider the
reactor shown in Fig. 2-3.9. The well-known exothermic reaction A Æ B occurs in
this reactor; a cooling jacket surrounds the reactor to remove the heat of reaction.
A thermocouple inside a thermowell is used to measure the temperature in the
reactor. It is desired to know how the process temperatures change if the inlet tem-
perature to the jacket, TJi(t), changes; the responses are also shown in Fig. 2-3.9. The
figure shows that once TJi(t) changes, the first variable that responds is the jacket
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	39. temperature, TJ(t). For  this example we have assumed the jacket to be well mixed,
and thus the temperature responds as a first-order process. The second variable that
responds is the temperature of the metal wall, TM(t). The amount that TM(t) changes
depends on the volume of the metal, density of the metal, heat capacity of the metal,
and so on. Also, how fast TM(t) changes depend on the thickness of the wall, thermal
conductivity of the metal, and so on. That is, the process characteristics depend on
the physical parameters (material of construction and sizes) of the process. This is
what we discussed in Section 2-3.1. The temperature in the reactor, TR(t), responds
next. Finally, the output signal from the sensor/transmitter, c(t), starts to react. How
fast this signal changes depends on whether the thermocouple (sensor) is a bare
thermocouple or if it is inside a thermowell.
The important thing to learn from this example is that every time a capacitance
is encountered, it slows the dynamics (longer t and to) of the process.
To summarize, multicapacitance, or higher-order processes, are most often
encountered. The reason for this is that processes are usually formed by single
capacitances in series.
2-4 TRANSMITTERS AND OTHER ACCESSORIES
Let us look at the characteristics of transmitters and transducers. Consider an elec-
tronic (4 to 20mA) pressure transmitter with a calibration of 0 to 50psig process
pressure. To calculate the gain of this transmitter, we follow the definition of gain:
or
depending on whether the output from the transmitter is considered in mA or in
percent.
The dynamics (t and to) of sensor/transmitters are often, although not always, fast
compared to the process unit. The method we learn to characterize the process will
be such that it considers the dynamics of the valve, process unit, and sensor/trans-
mitter all together, as one. Thus, there is no need to discuss in detail the dynamics
of sensors/transmitters.There are,however,some units,such as chromatographs,that
may add significant dead time to the process. As mentioned earlier, dead time has
a significantly adverse effect on the controllability of processes.
Consider a current-to-pneumatic (I/P) transducer. The gain of this transducer is
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	40. or
depending on the  units desired.
2-5 OBTAINING PROCESS CHARACTERISTICS FROM PROCESS DATA
In this section we learn how to obtain the process characteristics (K, t, and to) from
process data for self-regulating processes. We have already learned that most
processes are self-regulating and of higher order, with a general transfer func-
tion as
(2-5.1)
As mentioned earlier, however, higher-order processes can be approximated by
a second-order-plus-dead-time (SOPDT) transfer function, Eq. (2-3.10). What
happens in practice, though, is that there is no easy, reliable, and consistent method
to approximate a higher-order process by this type of transfer function. What it is
usually done, therefore, is to approximate a higher-order system by a first-order-
plus-dead-time (FOPDT) transfer function, Eq. (2-3.11). Thus we approximate
higher-order processes by a low-order-plus-dead-time model.The method presented
next is the most objective of all those available, the one that gives the best approx-
imation, and the easiest one to use. (The day this method was developed, Murphy
was sleeping!)
To use a concrete example, consider the heat exchanger shown in Fig. 2-1.1a.
Assume that the temperature transmitter has a calibration of 100 to 250°C. To
obtain the necessary process data, the following steps are used:
1. Set the controller to manual mode. Effectively, the controller is removed.
2. Make a step change in the controller output.
3. Record the process variable.
For example,suppose that these steps are followed in the heat exchanger example
and the results are those shown in Fig. 2-5.1. The response curve indicates that this
exchanger is a higher-order process.
To obtain the dynamic terms t and to, we make use of the two-point method (or
fit 3 in Ref. 1). The method consists in obtaining two data points from the response
curve (process reaction curve). These two points are the time it takes the process
to reach 63.2% of the total change in output, or t0.632DO, and the time it takes the
process to reach 28.3% of the total change in output, or t0.283DO; these two points are
shown in Fig. 2-5.1. Time zero is the time when the step change in controller output
occurs. With these two data points, t and to are obtained from the following
equations:
(2-5.2)
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	41. to = t0.632DO  - t (2-5.3)
The units of t and to are the same time units as those used by the control system.
Now that t and to have been evaluated, we proceed to evaluate K. Following the
definition of gain,
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	42. This gain says  that at the present operating condition, a change of 1%CO results in
a change of 1.2°C in outlet process temperature. This gain correctly describes the
sensitivity of the outlet process temperature to a change in controller output.
However, this gain is only a partial process gain and not the total process gain. The
total process gain is the one that says how much the process output, c(t) in %TO,
changes per change in process input, m(t) in %CO; the reader may refer to Fig. 2-
1.1b to understand this point. That is, the process output is given by the transmitter
output and it is not the temperature. Therefore, we are interested in how much the
transmitter output changes per change in controller output, or
(2-5.4)
The change in transmitter output is calculated as follows:
or, in general,
(2-5.5)
Therefore, the total process gain for this example is
If the process variable had been recorded in percent of transmitter output, there
would be no need for any extra calculation.
We can now write the transfer function for this process as
This transfer function describes the relation between the transmitter output and the
controller output. If a transfer function describing the relation between the trans-
mitter output and any other process input (other than the controller output) is
desired, the same procedure is then followed to evaluate K, t, and to. In this case
the units of the K will be different than before; that is, they will not be %TO/%CO.
The units will depend on the units of the particular input.
To illustrate the approximation using the two-point method, consider a third-
order process described by the following transfer function:
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	43. Suppose that the  input I(t) is changed by 10 input units at time 10 time units. The
output O(t) is recorded, and the mathematical calculations described above are
followed. The FOPDT model calculated is
Figure 2-5.2 shows the responses of the process and of the model to the same step
change in input. The responses are quite close. Note that the model shows a longer
dead time than the “apparent dead time” in the process. This will always be the case,
and it is done in an effort to minimize the area between the two curves.
As mentioned earlier, the procedure just presented provides the “best” approx-
imation of a higher-order (or multicapacitance) process by a first-order-plus-dead-
time (or single-capacitance) process. It provides an important tool to process control
personnel.
2-6 QUESTIONS WHEN PERFORMING PROCESS TESTING
The following questions must be answered when performing process testing.
1. In what direction should the controller output be moved?
Safety is the most important consideration. You always want to go in a safe
direction.
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	44. 2. By how  much (%) should the controller output be moved?
Move by the smallest amount that gives you a good (readable) answer. There are
two reasons for this: (1) if you move the process far from its present steady state,
this makes the operating personnel nervous; and (2) you want to obtain the char-
acteristics close to the operating point, because much away from it, nonlinearities
may start having an effect.
3. How many tests should be performed?
We want to have repeatability in the results; therefore, we could say that we
should have as many tests as possible to ensure repeatability. However, many tests
are not realistic either. To start, perhaps two tests, in different directions, are enough.
Once the numerical values of the characteristics are obtained, they can be com-
pared, and if not similar, more tests may be justified. If they are similar, an average
can then be calculated.
4. What about noise?
Noise is a fact in many processes. Once a recording is obtained, an average
process curve can be drawn freehand to obtain an average curve. This in itself is a
way to filter the noise.
5. What if an upset enters the process while it is being tested?
The purpose is to learn how the manipulated variable affects the controlled vari-
able. If a disturbance enters the process while it is being tested, the results will be
due to both inputs (manipulated variable and disturbance). It is very difficult to
deconvolute the effects. This disturbance may be the reason why two tests may
provide much different results. The test should be done under the most possible
steady-state conditions.
2-7 SUMMARY
In this chapter we have only considered the process. We have looked at the char-
acteristics, or personality, of processes. Specifically, we defined and discussed the fol-
lowing terms: process, self-regulating and non-self-regulating processes, integrating
and open-loop unstable processes, single- and multicapacitance processes, process
gain, process time constant, process dead time, process nonlinearities, and transfer
functions. Finally, we presented and discussed a method to evaluate the process
characteristics empirically.
What we learned in this chapter is most useful in tuning controllers (Chapters 3
and 4), in evaluating control system stability (Chapter 6), and in designing advanced
control strategies (Chapters 7 to 9).
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	45. PROBLEMS
2-1. Consider the  bottoms of the separation column shown in Fig. P2-1a. In this
column the temperature in a tray is controlled, manipulating the steam valve
to the reboiler. The temperature transmitter has a range of 60 to 120°C. The
controller was set in manual and its output was changed by +5% at time = 2
min. Fig. P2-1b shows the temperature response. Calculate the process char-
acteristics K, t, and to.
34 PROCESS CHARACTERISTICS
Steam
FC
LT
07
LC
TC
09
SP = 3 ft
SP
Condensate
(a)
TT
09
07
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	46. PROBLEMS 35
2-2. Consider  the control system for the mixer in Fig. P2-2a. A very concentrated
reactant is somewhat diluted with water before entering a reactor. The dilution
of the reactant must be controlled for safety considerations. The density of the
diluted stream is easily measured, and it is a very good indication of the dilu-
tion. The density transmitter has a range of 50 to 60lb/ft3
. The density controller
was set in manual and its output was changed by -3% at time = 1min, as shown
in Fig. P2-2b. Obtain the process characteristics K, t, and to for this process.
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Diluted stream
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Figure P2-2 (a) Dilution and blending process; (b) response of density of diluted stream.
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	47. 2-3. Consider the  process to dry rock pellets (Fig. P2-3a). Wet pellets enter the drier
to be dried before feeding them to a reactor. The moisture of the pellets exiting
the drier must be controlled; the figure shows the control scheme. The mois-
ture transmitter has a range of 2 to 6% moisture. It is desired to obtain the
characteristics K, t, and to of this process. To do so, the controller was set into
manual and its output changed as shown in Fig. P2-3b; the figure also shows
the process response. Find the process characteristics.
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	48. PROBLEMS 37
Figure P2-3  (b) Process response.
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	49. CHAPTER 3
FEEDBACK CONTROLLERS
In  this chapter we present the most important types of industrial controllers. These
controllers are used in analog systems, in distributed control systems (DCSs), and
in stand-alone controllers, also sometimes referred to as single-loop controllers, or
simply loop controllers. The DCSs and the stand-alone controllers are computer-
based, and consequently, they do not process the signals on a continuous basis but
rather, in a discrete fashion. However, the sampling time for these systems is rather
fast, usually ranging from 10 times per second to about once per second. Thus, for
all practical purposes, these controllers appear to be continuous.
3-1 ACTION OF CONTROLLERS
The selection of controller action is critical. If the action is not selected correctly,
the controller will not control. Let us see how to select the action, and what it
means.
Consider the heat exchanger control loop shown in Fig. 3-1.1. The process is at
steady state and at the set point; the set point is constant. Assume that signal from
the transmitter increases, indicating that the outlet temperature has increased above
the set point. To return this temperature to the set point, the controller must close
the steam valve by some amount. Because the valve is fail-closed (FC), the con-
troller must reduce its output signal to close the valve (see the arrows in the figure).
When an increase in signal to the controller requires a decrease in signal from
the controller, the controller must be set to reverse action. Often, the term
increase/decrease, or simply decrease, is also used. The increase refers to the mea-
surement, c(t), and the decrease refers to the manipulated variable, m(t). The set
point is not part of the decision.
Alternatively, consider the level loop shown in Fig. 3-1.2. The process is at steady
state and at set point; the set point is constant. If the signal from the transmitter
38
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	50. ACTION OF CONTROLLERS  39
increases, indicating an increase in level, it is necessary to open the outlet valve
more. Because the valve is fail-closed, the signal from the controller must increase
to open the valve. Therefore, when the signal from the transmitter increases, the
signal from the controller must also increase (see the arrows in the figure). In this
case the controller must be set to direct action. Often, the term increase/increase, or
simply increase, is also used. The controller action is usually set by a switch, by a
configuration bit, or by answering a question on most controllers.
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Figure 3-1.1 Heat exchanger control loop.
LT
07
LC
07
FC
SP
f gpm
i (t),
f(t), gpm
c(t), %TO
m(t),%CO
Figure 3-1.2 Liquid level control loop.
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	51. 3-2 TYPES OF  FEEDBACK CONTROLLERS
The way that feedback controllers make a decision is by solving an equation based
on the difference between the set point and the controlled variable. In this section
we look at the most common types of controllers by looking at the equations that
describe their operation.
As presented in Chapter 1, the signals entering and exiting the controllers are
either electrical or pneumatic. Even in computer systems the signals entering from
the field are electrical before they are converted by an analog-to-digital (A/D) con-
verter to digital signals. Similarly, the signal the computer system sends back to the
field is an electrical signal. To help simplify the presentation that follows, we will
use all signals in percent, that is, 0 to 100% as opposed to 4 to 20mA or 3 to 15psig.
As mentioned, feedback controllers decide what to do to maintain the controlled
variable at the set point by solving an equation based on the difference between the
set point and the controlled variable. This difference, or error, is computed as
(3-2.1)
where c(t) is the controlled variable (most often, the controlled variable is given by
the transmitter output and consequently, has units of %TO); cset
(t) is the set point
(this is the desired value of the controlled variable and thus has units of %TO; as
the set point is entered in engineering units of the process variable, it is converted
by the control system (controller) into %TO using the transmitter range); and e(t)
is the error in %TO. The error could have also being computed as e(t) = c(t) - cset
(t);
however, Eq. (3-2.1) will be the convention used in this book.
3-2.1 Proportional Controller
The proportional (P) controller is the simplest type of controller we will discuss.
The equation that describes its operation is
(3-2.2)
where m(t) is the controller output, %CO [the term m(t) is used to stress that as far
as the controller is concerned, this output is the manipulated variable]; KC is the
controller gain, %CO/%TO; and is the bias value, %CO (this is the output from
the controller when the error is zero; is a constant value and it is also the output
when the controller is switched to manual; it is very often initially set at midscale,
50%CO).
Equation (3-2.2) shows that the output of the controller is proportional to the
error. The proportionality is given by the controller gain, KC. The significance of this
gain is shown graphically in Fig. 3-2.1. The figure shows that the larger KC value,
the more the controller output changes for a given error. Thus KC establishes the
sensitivity of the controller to an error, that is, how much the controller output changes
per unit change in error. In other words, KC establishes the aggressiveness of the
controller. The larger KC is, the more aggressive the controller reacts to an error.
Proportional controllers have the advantage of only one tuning parameter,
KC. However, they suffer a major disadvantage—that of operating the controlled
m
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	52. TYPES OF FEEDBACK  CONTROLLERS 41
variable with an offset. Offset can be described as a steady-state deviation of the
controlled variable from the set point, or just simply a steady-state error. To further
explain the meaning of offset, consider the liquid-level control loop shown in
Fig. 3-1.2. The design operating conditions are fi = f = 150gpm and h = 4ft. Let us
also assume that for the outlet valve to deliver 150gpm, the signal to it must be
50%CO. If the inlet flow fi(t) increases, the response of the system with a propor-
tional controller is shown in Fig. 3-2.2. The controller returns the controlled vari-
able to a steady value but not to the set point required. The difference between the
set point and the new steady state is the offset. The proportional controller is not
“intelligent enough” to drive the controlled variable back to set point. The new
steady-state value satisfies the controller.
Figure 3-2.2 shows four response curves corresponding to four different values
of KC. The figure shows that the larger the value of KC, the smaller the offset. There-
fore, one tends to ask why not set a maximum gain to eliminate the offset? Figure
3-2.2 also shows that while the larger KC reduces the offset, the process response
becomes more oscillatory. For most processes there is a maximum value of KC
beyond which the process goes unstable. This maximum value of KC is called the
ultimate gain, and we represent it as KCU. Thus there is a limit to the value of KC
that can be set in the controller and at the same time maintain stability. Therefore,
the offset cannot be eliminated completely. Figure 3-2.2 shows that for the level loop
of Fig. 3-1.2,
KCU ª 1 55
.
%CO
%TO
c(t),
TO
%
1%
set point
c
TO
(t),
%
1%
set point
KC = 2
KC = 1
KC = 2
KC = 1
m
CO
(t),
%
m
CO
(t),
%
50
50
51
52
49
48
time
time
time
time
(a) (b)
Figure 3-2.1 Effect of controller gain on output from controller: (a) direct-acting controller;
(b) reverse-acting controller.
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The  obvious question is:Why does this offset occur? Let us now look at a simple
explanation to this question. Consider again the liquid-level control system shown
in Fig. 3-1.2 with the same operating conditions as those given previously, that is,
fi = f = 150gpm, h = 4ft, and with a required signal to the valve of 50%CO to deliver
150gpm.Assume now that the inlet flow increases up to 170gpm.When this happens
the liquid level increases and the controller will in turn increase its output to open
the valve to bring the level back down. To reach a steady operation, the outlet flow
must now be 170gpm. To deliver this new flow, the outlet valve must be open more
than before, when it needed to deliver 150gpm. Because the valve is fail-closed, let
us assume that the new signal to the valve required to deliver 170 gpm is 60%. That
is, the output from the controller must be 60%. Looking back at Eq. (3-2.2), we note
that the only way for the controller output to be 60% is for the second term, on the
right-hand side to have a value of +10% (remember, the bias value, m
–, is set at mid-
scale of 50%). To obtain this 10% from the second term, the error term must not
be zero at steady state. This required steady-state error is the offset.
Two points need to be stressed.
1. The magnitude of the offset depends on the value of the controller gain.
Because the second term must have a value of +10%CO, the values are:
KC Offset, e(t),
(%TO)
1 10
2 5.0
4 2.5
m t K e t
C
( ) = + ( ) = + =
50 50 10 60
% % % %
Figure 3-2.2 Response of level with different KC values.
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	54. As mentioned previously,  the larger the gain, the smaller the offset. The reader
must remember that above a certain KC, most processes go unstable. However,
the controller equation does not show this.
2. It seems that all a proportional controller is doing is reaching a steady state
operating condition. Once a steady state is reached, the controller is satisfied.
The amount of deviation from the set point, or offset, depends on the con-
troller gain.
Many controller manufacturers do not use the term KC for the tuning parame-
ter; they use the term proportional band, PB. The relationship between gain and
proportional band is given by
(3-2.3)
In these cases the equation that describes the proportional controller is written as
(3-2.4)
PB is usually referred to as percent proportional band.
Equation (3-2.3) presents a most important fact. A large controller gain is the
same as a low, or narrow, proportional band, and a low controller gain is the same
as a large, or wide, proportional band. An increase in PB is similar to a decrease in
KC, resulting in a less aggressive controller to an error. A decrease in PB is similar
to an increase in KC, resulting in a more aggressive controller. KC and PB are the
reciprocal of each other, and thus care must be taken when tuning the controller.
Let us offer another definition of proportional band. Proportional band refers to
the error (expressed in percentage of the range of the controlled variable) required
to move the output of the controller from its lowest to its highest value. Consider
the heat exchanger control loop shown in Fig. 3-1.1. The temperature transmitter
has a range from 100 to 300°C, and the set point of the controller is at 200°C.
Figure 3-2.3 gives a graphical explanation of this definition of PB. The figure shows
that a 100% PB means that as the controlled variable varies by 100% of its range,
the controller output varies by 100% of its range. A 50% PB means that as the con-
trolled variable varies by 50% of its range, the controller output varies by 100% of
its range. Also notice that a proportional controller with a 200% PB will not move
its output through the entire range. A 200% PB means a very small controller gain,
or sensitivity to errors.
The transfer function of a proportional controller is
(3-2.5)
To summarize briefly, proportional controllers are the simplest controllers, with
the advantage of only one tuning parameter, KC or PB. The disadvantage of these
controllers is operation with an offset in the controlled variable. In some processes,
M s
E s
KC
( )
( )
=
m t m e t
( ) = + ( )
100
PB
PB =
100
KC
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such  as the level in a surge tank, the cruise control in a car, or a thermostat in a
house, this may not be of any major consequence. For processes in which the process
variable can be controlled within a band from set point, proportional controllers are
sufficient. However, when the process variable must be controlled at the set point,
not away from it, proportional controllers do not provide the required control.
3-2.2 Proportional–Integral Controller
Most processes cannot be controlled with an offset; that is, they must be controlled
at the set point. In these instances an extra amount of “intelligence” must be added
to the proportional controller to remove the offset. This new intelligence, or new
mode of control, is the integral, or reset, action; consequently, the controller
becomes a proportional–integral (PI) controller. The describing equation is
(3-2.6)
where tI is the integral (or reset) time with units of time. Most often, the time unit
used is minutes; less often, seconds are used. The unit used depends on the manu-
facturer. Therefore, the PI controller has two parameters, KC and tI, both of which
must be adjusted (tuned) to obtain satisfactory control.
To understand the physical significance of the reset time, consider the hypothet-
ical example shown in Fig. 3-2.4. At some time t = 0, a constant error of 1% in
magnitude is introduced in the controller. At this moment the PI controller solves
the following equation:
m t m K e t
K
e t dt
C
C
I
( ) = + ( ) + ( )
Ú
t
75 100
75
100
50
50
25
25
0
0
200% PB
100% PB
50% PB
25% PB
% controlled variable
% controller
output
Controller output
0% 50% 100%
PB = 100% 100°C 200°C 300°C
PB = 50% 150°C 200°C 250°C
PB = 25% 175°C 200°C 225°C
PB = 200% 200°C
Figure 3-2.3 Definition of proportional band.
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When the error is introduced at t = 0, the controller output changes immediately by
an amount equal to KC; this is the response due to the proportional mode.
As time increases the output also increases in a ramp fashion as expressed by the
equation and shown in the figure. Note that when t = tI the controller output
becomes
Thus, in an amount of time equal to tI, the integral mode repeats the action taken
by the proportional mode. The smaller the value of tI, the faster the controller
integrates to repeat the proportional action. Realize that the smaller the value of
tI, the larger the term in front of the integral, KC/tI, and consequently, the faster the
integral term moves the controller output.
m t K K
I C C
=
( ) = + +
t 50%
m t K
K
K
C
C
I
C
=
( ) = + + ( ) = +
0 50 0 50
% %
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= + ( ) + ( )
= + +
Ú
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Figure 3-2.4 Response of a PI controller (direct acting) to a step change in error.
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To  explain why the PI controller removes the offset, consider the level control
system used previously to explain the offset required by a P controller. Figure 3-2.5
shows the response of the level under P and PI controllers to a change in inlet flow
from 150gpm to 170gpm. The response with a P controller shows the offset, while
the response with a PI controller shows that the level returns to the set point, with
no offset. Under PI control, as long as the error is present, the controller keeps
changing its output (integrating the error). Once the error disappears, goes to zero,
the controller does not change its output anymore (it integrates a function with a
value of zero). As shown in the figure, at time = 3min, the error disappears. The
signal to the valve must still be 60%, requiring the valve to deliver 170gpm. Let us
look at the PI equation at the moment the steady state is reached:
The equation shows that even with a “zero” error, the integral term is not zero but,
rather, 10%, which provides the required output of 60%. The fact that the error is
zero does not mean that the value of the integral term is zero. It means that the
integral term remains constant at the last integrated value. Integration means area
under the curve, and even though the level is the same at t = 0 and at t = 3min, the
value of the integral is different (different areas under the curve) at these two times.
The value of the integral term times KC/tI is equal to 10%. Once the level returns
to the set point, the error disappears and the integral term remains constant.
Integration is the mode that removes the offset.
m t K
K
dt
C
C
I
( ) = + ( ) + ( )
= + + =
Ú
50 0 0
50 0 10 60
%
% % %
t
Figure 3-2.5 Response of level under P and PI control.
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	58. Some manufacturers do  not use the reset time for their tuning parameter. They
use the reciprocal of reset time, which we shall refer to as reset rate, tI
R
; that is,
(3-2.7)
The unit of tI
R
is therefore 1/time or simply (time)-1
. Note that when tI is used and
faster integration is desired,a smaller value must be used in the controller. However,
when tI
R
is used, a larger value must be used. Therefore, before tuning the reset
term, the user must know whether the controller uses reset time (time) or reset rate
(time)-1
; tI and tI
R
are the reciprocal of one another, and consequently, their effects
are opposite.
As we learned in Section 3.2.1, two terms are used for the proportional mode
(KC and PB), and now we have just learned that there are two terms for the inte-
gral mode (tI and tI
R
). This can be confusing, and therefore it is important to keep
the differences in mind when tuning a controller. Equation (3-2.6), together with
the following equations, show the four possible combinations of tuning parameters;
we refer to Eq. (3-2.6) as the classical controller equation.
(3-2.8)
(3-2.9)
(3-2.10)
The transfer function for the classical PI controller is
(3-2.11)
To summarize, proportional–integral controllers have two tuning parameters: the
gain or proportional band, and the reset time or reset rate. The advantage is that the
integration removes the offset. About 85% of all controllers in use are of this type.
The disadvantage of the PI controller is related to the stability of the control loop.
Remembering that the ultimate gain, KCU, is considered the limit of stability
(maximum value of KC before the system goes unstable), theory predicts, and prac-
tice confirms, that for a PI controller the KCU is less than for a proportional
controller. That is,
The addition of integration adds some amount of instability to the system; this
is presented in more detail in Chapter 5. Therefore, to counteract this effect, the
controller must be tuned somewhat less aggressively (smaller KC). The formulas we
use to tune controllers will take care of this.
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	59. 3-2.3 Proportional–Integral–Derivative Controller
Sometimes  another mode of control is added to the PI controller. This new mode
of control is the derivative action, also called the rate action, or pre-act. Its purpose
is to anticipate where the process is heading by looking at the time rate of change
of the error, its derivative. The describing equation is
(3-2.12)
where tD = derivative (or rate) time. The time unit used is generally minutes;
however, some manufacturers use seconds.
The proportional–integral–derivative (PID) controller has three terms, KC or PB,
tI or tI
R
, and tD, which must be adjusted (tuned) to obtain satisfactory control. The
derivative action gives the controller the capability to anticipate where the process
is heading, that is, to look ahead by calculating the derivative of the error. The
amount of anticipation is decided by the value of the tuning parameter, tD.
Let us consider the heat exchanger shown in Fig. 3-1.1 and use it to clarify what
is meant by “anticipation.” Assume that the inlet process temperature decreases by
some amount and the outlet temperature starts to decrease correspondingly,
as shown in Fig. 3-2.6. At time ta the amount of the error is positive and small.
Consequently, the amount of control correction provided by the proportional and
integral modes is small. However, the derivative of this error, that is, the slope of
the error curve, is large and positive, making the control correction provided by the
derivative mode large. By looking at the derivative of the error,the controller knows
that the controlled variable is heading away from the set point rather fast, and con-
sequently, it uses this fact to help in controlling. At time tb the error is still positive
and larger than before. The amount of control correction provided by the propor-
tional and integral modes is also larger than before and still adding to the output
of the controller to open the steam valve further. However, the derivative of the
error at this time is negative, signifying that the error is decreasing; the controlled
variable has started to come back to the set point. Using this fact, the derivative
mode starts to subtract from the other two modes since it recognizes that the error
is decreasing. This controller results in reduced overshoot and oscillations around
the set point.
PID controllers are recommended for use in slow processes (processes with long
time constants), such as temperature loops, which are usually free of noise. Fast
processes (processes with short time constants) are easily susceptible to process
noise. Typical of these fast processes are flow loops and liquid pressure loops. For
these processes with noise, the use of derivative action will amplify the noise and
therefore should not be used for these processes.
The transfer function of a PID controller is given by
(3-2.13)
To summarize, PID controllers have three tuning parameters: the gain or pro-
portional band, the reset time or reset rate, and the rate time. PID controllers should
G s
M s
E s
K
s
s
C C
I
D
( ) =
( )
( )
= + +
Ê
Ë
ˆ
¯
1
1
t
t
m t m K e t
K
e t dt K
de t
dt
C
C
I
C D
( ) = + ( ) + ( ) +
( )
Ú
t
t
48 FEEDBACK CONTROLLERS
c03.qxd 7/3/2003 8:23 PM Page 48
 


	60. TYPES OF FEEDBACK  CONTROLLERS 49
Figure 3-2.6 Response of heat exchanger temperature to a disturbance.
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	61. not be use  in processes with noise. An advantage of the derivative mode is that it
provides anticipation. Another advantage is related to the stability of the system.
Theory predicts, and practice confirms, that the ultimate gain with a PID controller
is larger than that of a PI controller. That is,
The derivative terms add some amount of stability to the system; this is presented
in more detail in Chapter 5. Therefore, the controller can be tuned more aggres-
sively now. The formulas we’ll use to tune controllers will take care of this.
3-2.4 Proportional–Derivative Controller
The proportional–derivative (PD) controller is used in processes where a
proportional controller can be used, where steady-state offset is acceptable but
some amount of anticipation is desired, and no noise is present. The describing
equation is
(3-2.14)
and the transfer function is
(3-2.15)
Based on our previous presentation on the effect of each tuning parameter on the
stability of systems, the reader can complete the following:
3-3 RESET WINDUP
The problem of reset windup is an important and realistic one in process control.
It may occur whenever a controller contains integration. The heat exchanger control
loop shown in Fig. 3-1.1 is again used at this time to explain the reset windup
problem.
Suppose that the process inlet temperature drops by an unusually large amount;
this disturbance drops the outlet temperature. The controller (PI or PID) in turn
asks the steam valve to open. Because the valve is fail-closed, the signal from the
controller increases until, because of the reset action, the outlet temperature equals
the desired set point. But suppose that in the effort of restoring the controlled vari-
able to the set point, the controller integrates up to 100% because the drop in inlet
temperature is too large. At this point the steam valve is wide open and therefore
the control loop cannot do any more. Essentially, the process is out of control; this
is shown in Fig. 3-3.1. The figure consists of four graphs: the inlet temperature, the
outlet temperature, the valve position, and the controller’s output. The figure shows
K K
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	62. RESET WINDUP 51
Figure  3-3.1 Heat exchanger control, reset windup.
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that  when the valve is fully open, the outlet temperature is not at set point. Since
there is still an error, the controller will try to correct for it by further increasing
(integrating the error) its output even though the valve will not open more
after 100%. The output of the controller can in fact integrate above 100%. Some
controllers can integrate between -15 and 115%, others between -7 and 107%, and
still others between -5 and 105%. Analog controllers can also integrate outside
their limits of 3 to 15psig or 4 to 20mA. Let us suppose that the controller being
used can integrate up to 110%; at this point the controller cannot increase its
output anymore; its output has become saturated. This state is also shown in Fig. 3-
3.1. This saturation is due to the reset action of the controller and is referred to as
reset windup.
Suppose now that the inlet temperature goes back up; the outlet process
temperature will in turn start to increase, as also shown in Fig. 3-3.1. The outlet
temperature reaches and passes the set point and the valve remains wide open
when, in fact, it should be closing. The reason the valve is not closing is because the
controller must now integrate from 110% down to 100% before it starts to close.
Figure 3-3.2 shows an expanded view of how the controller’s output starts to
decrease from 110% and reaches 100% before the valve actually starts to close. The
Figure 3-3.2 Effect of reset windup.
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figure shows that it takes about 1.5min for the controller to integrate down to 100%;
all this time the valve is wide open. By the time the valve starts to close, the outlet
temperature has overshot the set point by a significant amount, about 30°F in
this case.
As mentioned earlier, this problem of reset windup may occur whenever inte-
gration is present in the controller. It can be avoided if the integration is limited to
100% (or 0%). Note that the prevention of reset windup requires us to limit the
integration, not to limit the controller output when its value reaches 100% or
0%. While the output does not go beyond the limits, the controller may still be
internally wound up, because it is the integral mode that winds up. Reset windup
protection is an option that must be bought in analog controllers; however, it is a
standard feature in DCS controller.
Reset windup occurs any time a controller is not in charge, such as when a manual
bypass valve is open or when there is insufficient manipulated variable power. It
also typically occurs in batch processes, in cascade control, and when a final control
element is driven by more than one controller, as in override control schemes.
Cascade control is presented in Chapter 4, and override control is presented in
Chapter 5.
3-4 TUNING FEEDBACK CONTROLLERS
Probably 80 to 90% of feedback controllers are tuned by instrument technicians or
control engineers based on their previous experience. For the 10 to 20% of cases
where no previous experience exists, or for personnel without previous experience,
there exist several organized techniques to obtain a “good ballpark figure” close to
the “optimum” settings.
To use these organized procedures, we must first obtain the characteristics of the
process. Then, using these characteristics, the tunings are calculated using simple
formulas; Fig. 3-4.1 depicts this concept. There are two ways to obtain the process
characteristics, and consequently, we divide the tuning procedures into two types:
on-line and off-line.
3-4.1 Online Tuning: Ziegler–Nichols Technique [1]
The Ziegler–Nichols technique is the oldest method for online tuning. It gives
approximate values of the tuning parameters KC, tI, and tD to obtain approximately
a one fourth (1
–
4
) decay ratio response. The procedure is as follows:
Process
Characteristics
KC or PB
τ τ
I I
R
or
τD
Controller
Figure 3-4.1 Tuning concept.
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