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This chapter begins with an introduction to software classifications and terminology. However, the emphasis of this chapter is on software management, specifically software installation in both Windows and Linux. In Linux, the discussion concentrates on the use of package managers and the installation of open source software. The chapter ends with an examination of server software with particular attention paid to installing and configuring the Apache web server at an introductory level.Read less
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	16. xv
Preface
Why does this  textbook exist? At Northern Kentucky University, we have offered
a 4-year bachelor’s degree in Computer Information Technology since 2004. This
program, like the field, continues to evolve. In 2011, we added a breadth-first introductory
course to our program. The course’s role is to introduce students to many of the concepts
that they would see throughout their IT studies and into their career: computer organiza-
tion and hardware, Windows and Linux operating systems, system administration duties,
scripting, computer networks, regular expressions, binary numbers, the Bash shell in
Linux and DOS, managing processes and services, computer security, and careers in IT.
As I was asked to develop this course, I began looking for a textbook. I realized quickly
that this wide range of topics would not be found in any single book. My only options
seemed to be to use several books or to utilize some type of computer literacy text. The
problem with computer literacy text is that no such book covers the material in the detail
we would require, nor would such a text offer a satisfactory introduction to Linux. The
problem with requiring several texts is that the students would need at least three or four,
and that was an expense that I did not want to burden our students with. As I already had
some detailed notes on many of the topics, I took it upon myself to write the text. I did
not realize the level of commitment that I was making, but once I had completed the text,
I wanted to try to get it published. Fortunately for me, the wonderful folks at CRC Press/
Taylor & Francis Group wanted to publish it as well. I am very grateful that they have
worked with me to turn my rough draft text into a presentable product.
In creating the publishable text, I reworked many of the chapters and figures (multiple
times). Based on reviewer comments, I also added several additional sections and one new
chapter. This allowed me to introduce many of the topics recommended by SIGITE (ACM
Special Interest Group on IT Education). This book, however, is incomplete and will never
be complete for two reasons. First, as the field grows and changes, any text will become
quickly outdated. For instance, as I prepare this for press, Microsoft is preparing Windows
8 for release. At that point, will all of my references to Windows 7 be obsolete? Possibly, but
hopefully not. Second, the field contains so many topics that I could literally double the
length of this text and still not cover all of the material worth mentioning. However, I have
to stop at some point, and I hope that I have hit on a wide variety of topics.
This book is suitable for any introductory IT course. It offers students a far more detailed
examination of the computer than computer literacy texts, which are commonly used in
such courses. Of particular note are the emphasis provided to Windows/DOS and Linux
 


	17. xvi   
◾    Preface
with numerous  examples of issuing commands and controlling the operating systems.
Topics in hardware, programming, and computer networks further flush out the details.
Finally, the text covers concepts that any IT person will need to know from operating sys-
tem and hardware to information security and computer ethics.
 


	18. xvii
How to Use  This Textbook
The order of the 16 chapters is largely based on the order that the topics have
been covered in the first two semesters of offering our CIT 130 course at Northern
Kentucky University. This ordering is partially based on the structure of the course, which
meets one day per week for a lecture and one day per week for a laboratory session. So, for
instance, the placement of computer history in the middle of the text was caused by the fact
that the laboratory sessions that pertain to Chapters 5 and 6 carry on for 3 weeks. Similarly,
the computer assembly laboratory lasts 2 weeks, and the lectures that we cover over those
weeks are from Chapters 2 and 3. As a teacher, you might desire to rearrange the chapters
based on your own needs. In some cases, the order of the chapters is important. This is
explained below.
• Chapter 1 should be covered first.
• Chapter 2 Section 2.7 may be skipped if you are not covering PC assembly, although
it is recommended that students still read the section.
• Chapter 2 should be covered before Chapter 3.
• Chapter 3 should be covered before Chapters 12 and 15. In Chapter 3, Section 3.3
(negative numbers, floating point and fractional values) can be skipped.
• Chapter 4 should be covered before Chapters 8, 9, and 11.
• Chapter 5 should be covered before Chapter 6 (permissions in Chapter 6 to some
extent require that you have already covered the file system in Chapter 5).
• Chapter 7 should be covered before Chapter 8.
• Chapter 12 should be covered before Chapter 15.
• Chapter 16 should be covered last.
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C h a  p t e r 1
Introduction to
Information Technology
This textbook is an introduction to information technology (IT) intended for students in
IT-related fields. This chapter introduces the different career roles of an IT person, with
emphasis on system administration, and the types of skills required of an IT professional.
In this chapter, the elements that make up the IT infrastructure—the computer, software,
users—are introduced.
The learning objectives of this chapter are to
• Describe and differentiate between types of IT careers.
• Describe the set of skills required to succeed in IT.
• Introduce the types of hardware found in a computer system.
• Describe and differentiate between the components of a computer system: hardware,
software, and users.
WHAT IS INFORMATION TECHNOLOGY?
So, what is information technology (IT) anyway? IT is a term used to describe several
things, the task of gathering data and processing it into information, the ability to dissemi-
nate information using technology, the technology itself that permits these tasks, and the
collection of people who are in charge of maintaining the IT infrastructure (the computers,
the networks, the operating system). Generically, we will consider IT to be the technol-
ogy used in creating, maintaining, and making information accessible. In other words, IT
combines people with computing resources, software, data, and computer networks.
IT personnel, sometimes referred to collectively as “IT,” are those people whose job
it is to supply and support IT. These include computer engineers who design and build
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computer  chips, computer scientists who write software for computers, and administrators
who provide the IT infrastructure for organizations.
What will your role be in IT? There are many varied duties of IT personnel. In some
cases, a single individual might be the entire IT staff for an organization, but in many
cases, there will be several, perhaps dozens or hundreds of personnel involved, each with
separate roles to play. Most IT personnel, however, have two general roles: administration
and support. An administrator is someone who is in charge of some portion of the IT
infrastructure. There are a variety of administrator roles, as shown in Table 1.1.
Let us examine some of the administrator roles in Table 1.1 in more detail. The most
common role in IT is the system administrator. System administration is the process of
maintaining the operating system of a computer system. On a stand-alone computer, sys-
tem administration is minimal and usually left up to the individual(s) using the computer.
However, for a network of computers or computers that share files or other resources, sys-
tem administration becomes more significant and more challenging. The system adminis-
trator is the person (or people) who perform system administration.
Maintenance of a computer system (computers, resources, network) will include an
understanding of software, hardware, and programming. From a software point of view,
administration requires installing software, making it available, troubleshooting prob-
lems that arise during usage, and making sure that the software is running efficiently.
Additionally, the administrator(s) must understand the operating system well enough to
configure the software appropriately for the given organization, create accounts, and safe-
guard the system from outside attack.
From a hardware point of view, administration requires installing new hardware and
troubleshooting existing hardware. This may or may not include low-level tasks such as
repairing components and laying network cable. It may also require installing device
driver software whenever new hardware is added.
From a programming point of view, operating systems require “fine-tuning,” and thus
administrators will often have to write their own shell scripts to accomplish both simple
TABLE 1.1 Administrator Roles in IT
Role Job/Tasks
System
Administrator
Administer the computers in an organization; install software; modify/update
operating system; create accounts; train users; secure system; troubleshoot system;
add hardware
Network
Administrator
Purchase, configure, and connect computer network; maintain computer network;
troubleshoot network; secure network from intrusion
Database
Administrator
Install, configure, and maintain database and database management system; back up
database; create accounts; train users
Web Administrator Install, configure, and maintain website through web server; secure website; work with
developers
Web Developer Design and create web pages and scripts for web pages; maintain websites
Security
Administrator
Install, configure, and administer firewall; create security policies; troubleshoot
computer system (including network); work proactively against intrusions
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and complex tasks. In Linux, for instance, many components of the operating system rely
on configuration files. These are often shell scripts. An administrator may have to identify
a configuration file and edit it to tailor how that component works within the organization.
The goal of writing shell scripts is to automate processes so that, once written, the adminis-
trator can call upon the scripts to perform tasks that otherwise would be tedious. A simple
example might be to write a script that would take a text file of user names and create a new
account for each user name.
System administration may be limited to the administration of the computers, printers,
and file servers. However, system administration may extend to network administration
and possibly even web server, ftp server, mail server, and database server administration
dependingontheneedsandsizeofthecompanyandabilitiesofthesystemadministrator(s).
Finally, a system administrator may also be required to train users on the system. Therefore,
the skills needed for system administration can vary greatly. Specific common tasks of a
system administrator include:
• Account management: creating new user accounts and deleting obsolete user
accounts.
• Password management: making sure that all users have passwords that agree with
the security policy (e.g., passwords must be changed every month, passwords must
include at least one non-alphabetic character)—you might be surprised, but in sys-
tems without adequate password management, many users use “” as their password
(i.e., their password is just hitting the enter key). Most organizations today require
the use of strong passwords: passwords that contain at least eight characters of which
at least one is non-alphabetic and/or a combination of upper- and lower-case letters,
and are changed at least once a month without reusing passwords for several months
at a time.
• File protection management: making sure that files are appropriately protected (for
instance, making sure that important documents are not writable by the outside
world) and performing timely backups of the file system.
• Installing and configuring new hardware and troubleshooting hardware including
the network.
• Installing and configuring new software including updating new operating system
(OS) patches, and troubleshooting software.
• Providing documentation, support, and training for computer users.
• Performing system-level programming as necessary (usually through scripting lan-
guages rather than writing large-scale applications or systems software).
• Security: installing and maintaining a firewall, examining log files to see if there are
any odd patterns of attempted logins, and examining suspicious processes that per-
haps should not be running.
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In  many cases, the network administrator is separate from the system administrator. It
is the network administrator who is in charge of all aspects of the computer network. The
network administrator’s duties will include physically laying down cable, making connec-
tions, and working with the network hardware (for instance, routers and switches). The
network administrator will also have to configure the individual machines to be able to
communicate via the network. Thus, like the system administrator, the network adminis-
trator will edit configuration files, install software (related to the network), and so forth.
Troubleshooting the network will also be a role for the network administrator where, in
this case, troubleshooting may combine physical troubleshooting (e.g., is a cable bad?) and
software troubleshooting. There is also a security aspect to the computer network. Both the
system administrator and network administrator may work on system firewalls. Editing
configuration files, writing shell scripts, and installing software and patches will all be part
of a network administrators tasks.
Aside from administrative tasks, IT personnel provide support. Support usually comes
in two forms: training and help desk. By training, the IT person is responsible for teach-
ing new and current users how to use the IT infrastructure. This may include such simple
things as logging into the computer system, setting up printers, accessing shared files, and
perhaps training employees in how to use work-related software. The person might create
documentation, helpful websites (including wiki pages), and even audiovisual demos, or
lead group or individualized training sessions. Because training occurs only as needed
(new software, new employees), most support comes in the form of a help desk. In essence,
this requires that someone be available to respond to problems that arise at random times.
Many large organizations offer 24/7 help desks. The help desk person might simply act as
a switchboard, routing the problem to the proper IT person. In other cases, the help desk
person can solve the problem directly, often over the phone but sometimes by e-mail or in
person.
Where is IT used? IT is ubiquitous today. Nearly everyone on the planet uses some
form of computing technology through cellular phones and tablets or home computers,
or through school and work. However, most IT personnel are hired to work in IT depart-
ments for organizations. These organizations can be just a few people or corporations of
tens of thousands. Table 1.2 provides a look at the larger users of IT and how they use IT.
TABLE 1.2 Large-Scale IT Users
Type of Organization Typical Usage
Business E-commerce, customer records
Education Scholastic record keeping, support of teaching
Entertainment Digital editing, special effects, music composition, advertising
Government Record keeping, intelligence analysis, dissemination of information
Health/hospitals Record keeping, medical devices, insurance
Law enforcement Record keeping, information gathering, and dissemination
Manufacturing Design, automation/robotics
Research Computation, dissemination of information
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Who Studies IT?
IT personnel in the past were often drafted into the position. Consider the following
scenario. Joe received his bachelor’s degree in Computer Science from the University of
Illinois. He was immediately hired by a software firm in Chicago where he went to work
as a COBOL programmer. However, within 3 months, he was asked by the boss, being the
new guy, “surely you know something about this Linux operating system stuff, don’t you?”
Joe, of course, learned Unix as part of his undergraduate degree and answered “Sure.” So
the boss told Joe “From now on, I want you to spend 10 hours of your week putting together
this new network of computers using Linux. Make sure it can connect to our file servers
and make it secure.” Joe spent 10 hours a week reading manuals, installing the Linux oper-
ating system, playing around with the operating system, and eventually getting the system
up and running.
After some initial growing pains in using the system, more and more employees
switched to the Linux platform. Now, 9 months later, half of the company has moved to
Linux, but the system does not necessarily run smoothly. Whenever a problem arises, Joe
is usually the person who has to respond and fix it. The boss returns to Joe and says “Fine
work you did on the network. I want to move you full time to support the system.” Joe
did not go to school for this, but because he had some of the skills, and because he is an
intelligent, hardworking individual (he would have to be to graduate from University of
Illinois’s Computer Science program!), he has been successful at this endeavor. Rather than
hiring someone to maintain the system, the easier solution is to move Joe to the position
permanently. Poor Joe, he wanted to write code (although perhaps not COBOL). But now,
the only code he writes are Linux shell scripts!
Sound unlikely? Actually, it was a very common tale in the 1980s and 1990s and even into
the 2000s. It was only in the mid 2000s that an IT curriculum was developed to match the
roles of IT personnel. Otherwise, such jobs were often filled by computer scientists or by peo-
ple who just happened to be computer hobbyists. The few “qualified” personnel were those
who had associates degrees from 2-year technical colleges, but those colleges are geared more
toward covering concepts such as PC repair and troubleshooting rather than system and
network administration. Today, we expect to see IT people who have not only been trained
on the current technology, but understand all aspects of IT infrastructure including theo-
retical issues, the mathematics of computers (binary), the roles of the various components
that make up a computer system, programming techniques, the operations of databases,
networks, the Internet, and perhaps specialized knowledge such as computer forensics.
Common IT curricula include introductions to operating system platforms, program-
ming languages, and computing concepts. We would expect a student to have experience
in both Windows and Linux (or Unix). Programming languages might include both script-
ing languages such as Linux/Unix shell scripting, Ruby or Python, and JavaScript, and
compiled languages such as C, C++, Java, or Visual Basic. Concepts will include operating
systems and networks but may go beyond these to include web infrastructure, computer
architectures, software applications (e.g., business software), digital media and storage, and
e-commerce.
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Who  should study IT? To be an IT person, you do not necessarily have to have the
rigorous mathematical or engineering background of computer scientists and computer
engineers; there are many overlapping talents. Perhaps the most important talent is to have
troubleshooting skills. Much of being an IT person is figuring out what is going wrong in
your system. These diagnostic skills cannot be purely taught. You must have experience,
background knowledge, and instinct. Above all, you have to know how the system works
whether the system is a Linux operating system, a computer network, a web server, or
other. Another talent is the ability to write program code—in all likelihood, you would
write small programs, or scripts, as opposed to the software engineer who will be involved
in large-scale projects.
You should also be able to communicate with others so that you can understand the
problems reported by your colleagues or clients, and in turn describe solutions to them.
This interaction might take place over the phone rather than in person. You should also be
able to write technically. You may often be asked to produce documentation and reports.
Finally, you will need the ability to learn on your own as technology is ever-changing.
What you have learned in school or through training may be obsolete within a year or two.
Yet, what you learn should form a foundation from which you can continue to learn. See
Table 1.3, which highlights the skills expected or desired from IT personnel.
Types of IT Programs
Although the 4-year IT degree is relatively new, it is also not standardized. Different universi-
ties that offer such an IT program come at the degree from different perspectives. Here, we
look at the more common approaches.
First are the programs that are offshoots of computer science degrees. It seems natural
to couple the degrees together because there is a good deal of overlap in what the two
disciplines must cover: hardware technology, programming, database design, computer eth-
ics, networking. However, the computer science degree has always heavily revolved around
programming, and the IT degree may require less of it. Additionally, math plays a significant
role in computer science, but it is unclear whether that amount of math is required for IT.
Next, there are the management information systems variations. The idea is that IT should
be taught from a usage perspective—more on the applications, the data storage, the data-
base, and less on the technology underlying the business applications. E-commerce, data-
base design, data mining, computer ethics, and law are promoted here. Furthermore, the
course work may include concepts related to managing IT.
Then there is the engineering technology approach that concentrates on hardware—cir-
cuit boards, disk drives, PC construction and troubleshooting, physical aspects of networking.
There is less emphasis on programming, although there is still a programming component.
Another school of thought is to provide the foundations of computer systems themselves.
This textbook follows this idea by presenting first the hardware of the computer system and
then the operating systems. We also look at computer networks, programming, and com-
puter storage to have a well-rounded understanding of the technology side to IT. The IT
graduate should be able to not only work on IT, say as an administrator, but also design IT
systems architecturally from the hardware to the network to the software.
SIGITE, the ACM Special Interest Group on IT Education, provides useful guidelines to
build a model IT curriculum.
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There probably is not a prototypical IT student. But an IT student should:
1. Enjoy playing around with the computer—not just using it, but learning how it works,
learning how to do things on it at the system level
2. Enjoy learning on your own—liking the challenge of figuring things out, especially
new things
3. Think that technology is cool—to not be afraid of technology but to embrace it in all
of its forms
4. Enjoy troubleshooting
It is not necessarily the case that the IT student will enjoy programming. In fact, many
students who select IT as a career make this choice because they first start with computer
science but soon tire of the heavy programming requirements of that discipline. This is not
to say that the IT student does not program, but that the programming is less intensive,
requiring mostly writing small shell scripts. As an example, a student of computer science
might, in the course of his or her studies, write a word processor, a database management
system, or a language translator, whereas an IT student might write scripts to automate
user account creation, or write client-side scripts to ensure that web forms have been filled
in correctly, or write server-side scripts to process web forms.
There are many facets of the system administration position not covered above that
are worth noting. Students may think that by studying for an IT career, they will get a job
where they get to “play around” with technology. It is fun, but it is also a challenge—it is
TABLE 1.3 IT Skills
Skill Description Example(s)
Troubleshooting,
problem solving
Detect a problem
Diagnose its cause
Find a solution (means of fixing it)
Poor processor performance
Disk space full
Virus or Trojan horse infection
Knowledge of
operating
systems
Operating system installation
Application software installation
User account creation
System monitoring
Versions of Linux
Versions of Unix
Windows
Mac OS
System level
programming
Shell scripts to automate processes
Manipulating configuration files for
system services
Bash, Csh scripts
DOS scripts
Ruby scripts
C/C++ programs
System security Ensuring proper system security is in
place
Following or drafting policies for users
Monitoring for threats
Configuring a system firewall
Installing antiviral/antimalware software
Examining log files for evidence of
intrusion and system security holes
Keeping up with the latest security patches
Hardware Installing and configuring new hardware
Troubleshooting, replacing or repairing
defective hardware
Replacing CPUs and disk drives
Connecting network cables to network
hubs, switches, routers
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almost  something that they already do as a hobby. And yet the student, when hired, might
be responsible for maintaining the IT infrastructure in an organization of dozens or hun-
dreds of employees. The equipment may cost hundreds of thousands of dollars, but the
business itself might make millions of dollars. Therefore, the IT specialist must take their
job seriously—downtime, system errors, intrusions, and so forth could cost the organiza-
tion greatly. The IT specialist has duties that go beyond just being a system administrator.
Some of these expectations are elaborated upon below.
To start, the system administrator must be aware of developments in the field. At a
minimum, the system administrator has to know the security problems that arise and
how to protect against them. These might include securing the system from virus, network
intrusions, denial of service attacks, and SQL injection attacks. In addition, the system
administrator should keep up on new releases of the operating system and/or server soft-
ware that he/she maintains. However, a system administrator may have to go well beyond
by reading up on new hardware, new software, and other such developments in the field.
In order for the system administrator to keep up with the new technology, new trends,
and new security fixes, continuing education is essential. The system administrator should
be a life-long learner and a self-starter. The system administrator might look toward Internet
forums but should also regularly read technology news and be willing to follow up on articles
through their own research. The system administrator should also be willing to dive into
new software and experiment with it to determine its potential use within the organization.
A system administrator will often be “on call” during off hours. When disaster strikes, the
system administrator must be accessible. An emergency call at 3 a.m. or while you are on vaca-
tionisquitepossible.Althougheveryemployeedeservestheirowndowntime,asystemadmin-
istrator’s contract may include clauses about being reachable 24/7. Without such assurance, an
organization may find themselves with inaccessible data files or the inability to perform trans-
actions for several hours, which could result in millions of dollars of damage. Some companies’
reputations have been harmed by denial of service attacks and the inability to recover quickly.
The system administrator must also behave ethically. However, it is often a surprise to
students that ethics is even an issue. Yet, what would you do if you are faced with some
moral dilemma? For instance, your employer is worried that too many employees are using
company e-mail for personal things, and so the boss asks you to search through everyone’s
e-mail. How would you feel? Now, imagine there is a policy in the company that states
that employees can use company e-mail for personal purposes as long as e-mail does not
divulge any company secrets. In this case, if you are asked to search through employee
e-mail, would this change how you feel about it?
Unethical behavior might include:
• Spying on others (e-mail, web browsing habits, examining files)
• Setting up backdoor accounts to illegally access computer systems
• Illegally downloading software or files, or encouraging/permitting others to do so
• Performing theft or sabotage because of your system administration access
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IT Infrastructure
IT revolves around the computer. Have you used a computer today? Even if you have not
touched your desktop (or laptop) computer to check your e-mail, chances are that you have
used a computer. Your cell phone is a computer as is your Kindle. These are far less power-
ful than desktop units, but they are computers nonetheless. There are computer compo-
nents in your car and on the city streets that you drive. The building you work or study in
might use computers to control the lighting and air conditioning. Yes, computers are all
around us even if we do not recognize them.
We will define a computer to be a piece of electronic equipment that is capable of run-
ning programs, interacting with a user (via input–output devices), and storing data. These
tasks are often referred to as the IPOS (input, processing, output, storage) cycle. A general-
purpose computer is one that can run any program. Many devices today are computers
but may not be as general purpose as others. For instance, your iPod is capable of playing
music; it has a user interface, and may have a small number of applications loaded into it
to handle a calendar, show you the time of day, and offer a few games. Your cell phone has
an even greater number of applications, but it is not capable of running most software. The
degree to which a computer is general purpose is largely based on its storage capacity and
whether programs have been specifically compiled for the processor.
Computers range in size and capability—from supercomputers that can fill a room, to
desktop units that are not very heavy but are not intended to be portable, to laptop units
that are as light as perhaps a heavy textbook, to handheld devices such as cell phones and
mp3 players. The general difference between a handheld unit and a desktop or laptop unit
is the types of peripheral devices available (full-sized keyboard and mouse versus touch
screen, 20-in. monitor versus 2-in. screen), the amount of memory and hard disk storage
space, and whether external storage is available such as flash drives via USB ports or optical
disks via an optical disk drive.
Computers
We will study what makes up a computer in more detail in the next chapter. For now, we
will look at the computer in more general terms. A computer is an electronic, program-
mable device. To run a program, the device needs a processor [Central Processing Unit
(CPU)], memory to store the program and data, input and output capabilities, and pos-
sibly long-term storage and network capabilities (these last two are optional). Based on this
definition, computers not only encompass desktop and laptop units, servers, mainframe
computers, and supercomputers, but also netbooks, cell phones, computer game consoles,
mp3 players, and book readers (e.g., Kindles). In the latter two cases, the devices are spe-
cial-purpose—they run only a few select programs. The notion of the historical computer
is gone. Today, we live with computers everywhere.
Figure 1.1 illustrates some of the range in computers. Desktop units with large moni-
tors and system units are common as are laptop computers today with large monitors.
Even more popular are handheld devices including personal digital assistants (PDAs),
cell phones, and e-book readers. Monitors are flat screens. We no longer expect to find
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bulky  monitors on our desktop computers. Even so, the system unit, which allows us to
have numerous disk drive devices and other components, is bulky. We sacrifice some
of the peripheral devices when we use laptop computers. We sacrifice a greater amount
of accessibility when we move on to handheld devices. In the case of the PDA, laptop,
and notebook, the chips and motherboard, and whatever other forms of storage, must
be placed inside a very small area. For the PDA, there is probably just a wireless card to
permit access to the cell phone network (and possibly wi-fi). For the laptop and notebook
computers, there is probably a hard disk drive. The laptop will also probably have an opti-
cal disk drive.
FIGURE 1.1 Types of computers. (Adapted from Shutterstock/tele52.)
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The main component of a computer is the processor. The processor’s role is to process—
that is, it executes the programs we run on the computer. To run a program on a given
computer, the program has to be compiled for that computer. Compilation is a language
translation process that converts a program from a more readable form (say Python or
Java) into a computer’s machine language. A computer can only run programs that are
written in that machine’s language. We discuss this concept in more detail, and the specific
role of the CPU, in Chapter 2. We examine programming languages later in the textbook.
Aside from the processor, computers need storage. There are two types of storage—
short-term storage and long-term storage. Short-term storage is most commonly random
access memory (RAM). Unfortunately, RAM can describe several different types of mem-
ories. Our modern computers typically have three forms of RAM, dynamic RAM (what we
typically call main memory), static RAM (cache memory and registers), and ROM (read-
only memory). We differentiate between these types of memory in Chapter 2. For now, just
consider all three to be “memory”.
Main memory (dynamic RAM) is composed of chips. Dynamic RAM offers fast access
and often large storage capacity. However, some handheld devices do not have room for
much dynamic RAM storage. Instead, they use flash memory storage, which is more lim-
ited in capacity. Long-term storage most commonly uses hard disk drives but can also
comprise optical disk, flash memory, and magnetic tape. Long-term storage is far greater
in capacity than the short-term storage of main memory, and because additional storage
space can always be purchased, we might view long-term storage capacity as unlimited.
Typical desktop and laptop computer short-term storage is in the 1–8 GB range. 1 GB
means 1 gigabyte, which is roughly 1 billion bytes. Think of a byte as 1 character (letter)
such that 1 GB will store 1 billion characters. A typical book is probably on the order of
250,000 to 1 million characters. 1 GB would store at least 1000 books (without pictures).
Hard disks can now store 1 TB, or 1 terabyte, which is 1 trillion bytes. Obviously, long-
term storage is far greater in capacity than short-term storage. Some common storage sizes
are shown in Table 1.4. We will study storage sizes in more detail in Chapters 2 and 3.
TABLE 1.4 Storage Sizes
Size Meaning Example
1 bit A single 0 or 1 Smallest unit of storage, might store 1 black-and-white pixel or 1 true/false
value, usually we have to combine many bits to create anything meaningful
1 byte (1B) 8 bits We might store a number from 0 to 255 or –128 to 127, or a single character
(letter of the alphabet, digit, punctuation mark)
1 word 32 or 64 bits One piece of data such as a number or a program instruction
1 KB 1024 bytes We might store a block of memory in this size
1 MB ~1 million bytes A small image or a large text file, an mp3 file of a song might take between
3 and 10 MB, a 50-min TV show highly compressed might take 350 MB
1 GB ~1 billion bytes A library of songs or images, dozens of books, a DVD requires several
gigabytes of storage (4–8 GB)
1 TB ~1 trillion bytes A library of movies
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Do  we need both forms of storage? It depends on the type of device and your intended
usage, but in general, yes we need them both. Why? To run a program, we need to load
that program into a storage space that responds quickly. Long-term storage is far slower
than RAM, so unless you are willing to have a very slow computer, you need short-term
storage. On the other hand, short-term storage is far more limited in capacity and the
programs we run tend to be very large. We also often have very large data files (music files,
movies, etc.) such that we cannot rely solely on short-term storage. Handheld devices offer
a compromise—they often use flash memory instead of RAM, which results in a slower
access time when compared to desktop/laptop computers, and they have a limited long-
term storage space (if any), requiring that the user move files between the handheld devices
and a permanent storage space (say on a desktop computer) fairly often.
Aside from the difference in speed and storage capacity between memory and long-term
storage, another differentiating factor is their volatility. The term volatile, when describing
memory, indicates whether the type of memory can retain its contents when the power
supply has been shut off. Main memory (DRAM) and cache/register memory (SRAM)
are volatile forms of memory. Once you turn the power off, the contents are lost. This is
why, when you turn on your computer, memory is initially empty and the device must go
through a “boot” process. Nonvolatile memories include ROM, flash drives, hard disk, and
optical disk. The nonvolatile memory retains its contents indefinitely. In the case of ROM,
the contents are never lost. In the case of flash drives and disks, the contents are retained
until you decide to erase them.
Computers also require peripheral devices (although require is not the right word;
perhaps we should say that for the user’s convenience, we add peripheral devices). The
word peripheral means “on the outskirts” but in the case of a computer, we usually refer
to peripherals as devices that are outside the computer, or more specifically, outside of the
system unit. The system unit is the box that contains the motherboard (which houses the
CPU and memory) and the disk drive units. The peripherals are devices that are either
too large to fit inside the system unit, or devices that must be accessible by the human
users (Figure 1.2). These devices are our input and output devices—keyboard, mouse, track
point, track ball or joystick, monitor, printer, speakers, pen and tablet (writing area) or
light pen, etc. Without these input and output devices (known as I/O devices collectively),
humans would not be able to interact with the computer. If all input data comes from a
disk file and all output data similarly will be stored to disk file, there may be no need for the
computer to interact with the human. But the human will eventually want to know what
the program did.
Among the peripheral devices are the communication device(s). A communication
device is one that lets a computer communicate with other computers. These devices are
typically MODEMs, which can either require connection to a telephone line (or perhaps a
cable TV coaxial line) or be wireless. Nearly all laptop computers today come with wireless
MODEMs, whereas desktop units may come with a wired or wireless MODEM. However,
in cases where computers are connected to a local area network (LAN), the computer
requires a network connection instead of or in addition to the MODEM. The LAN con-
nection is by means of a network card, often an Ethernet card. For high-speed networks,
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the network card offers a much higher bandwidth (transmission rate) than a MODEM. We
will study wired and wireless MODEMs and network cards later in the textbook when we
look at computer networks.
Let us now summarize our computer. A computer is in essence a collection of different
devices, each of which performs a different type of task. The typical computer will com-
prise the following:
1. System unit, which houses
a. The motherboard, which contains
i. The CPU
ii. A cooling unit for the CPU
iii. Possibly extra processors (for instance, for graphics)
iv. Memory chips for RAM, ROM
v. Connectors for peripherals (sometimes known as ports)
FIGURE 1.2 Computer peripherals. (Courtesy of Shutterstock/Nevena.)
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vi.  Expansion slots for other peripheral device cards
vii. The ROM BIOS for booting and basic input and output instructions
viii. Power supply connector
b. Disk drives
c. Fan units
d. Power supply
2. A monitor and keyboard
3. Typically some form of pointing device (mouse, track point, track ball)
4. Speakers (optional)
5. MODEM or network card (these are typically located inside the system unit, plugged
into one of the expansion slots)
6. Printer (optional)
7. External storage devices such as external hard disk and tape drive
Chapter 2 has pictures to illustrate many of the above components.
Now we have defined a computer. But the computer is only a part of the story. Without
software, the computer would have nothing to do. And without people, the computer
would not know what program to run, nor on what data. So, our computer system includes
these components.
Software
What is the point of a computer? To run programs. Without programs, the computer has
nothing to do. A program, also known as software (to differentiate it from the physical
components of the computer, the hardware), is a list of instructions that detail to the com-
puter what to do. These instructions are written in a programming language, such as Java
or Python. Programming language instructions must be very descriptive. For instance, if
you want the computer to input two numbers from the user and output which one is larger,
you could not just say “input two numbers and output the larger of the two.” Instead, you
must describe the actions to take place as an algorithm, broken into step-by-step instruc-
tions. The instructions must be written in a programming language. For instance, the
problem described in this paragraph might be broken into four steps:
Input number1
Input number2
Compare the two numbers and if the first is greater than the second, output number1
Otherwise output number2
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In a language like C, this would look like this:
scanf(“%d”, &number1);
scanf(“%d”, &number2);
if(number1 > number2) printf(“%d is greater”, number1);
else printf(“%d is greater”, number2);
The scanf instruction inputs a value, the printf instruction, outputs a value or message.
The if instruction is used to compare two values and make a decision. Some of the syntax
in C is peculiar, for instance the & before “number1” and “number2” in the scanf state-
ments, the use of the semicolon to end instructions, and the use of %d. Every language will
have its own syntax and in many cases, the syntax can appear very odd to someone who is
not a programmer or has not learned that language.
Programs are not just a list of executable statements. Programs also require various defi-
nitions. These might include variable declarations, functions or methods, and classes. In C,
for instance, we would have to define number1 and number2 as being variables to be used
in the above code. In this example, they would be declared as integer numbers.
There are many forms of software, but we generally divide them into two categories:
system software (the operating system) and application software (programs that we run to
accomplish our tasks such as a word processor, an Internet browser or a computer game).
Usually, our software is written by professionals—software engineers. However, once you
learn to program, you can write your own software if you desire. As an IT student, you will
learn to write short pieces of code, scripts. Scripts can be used to support either the operat-
ing system or an application. For instance, you might write a Bash shell script to support
an activity such as automatically creating user accounts for a new group of users. Or you
might write a server-side script in Perl to test a URL for security threats in a web server.
Users
Without the human, the computer would not have anything to do. It is the user who initi-
ates the processes on the computer. “Do this now, do that later.” We may want to inter-
act with the programs while they run. This interactivity is done through the I/O devices.
Today, we are so used to interactivity that we probably cannot imagine using computers
without it. But in earlier days (1940s–1970s), most—if not all—processing was done with-
out human interaction at all. The user specified the program, the source of input, the loca-
tion of output, and sent the program off to run. The user would see the results once the
computer ran the program, which might have been immediately, or many hours later!
Users have progressed over time, just as the technology has progressed. The earliest com-
puter users were the engineers who built and programmed them. Computers were so com-
plicated and expensive that no one else would have access. As computer costs permitted
organizations to purchase them (for millions of dollars), computer users were those employ-
ees who had received specialized training to use them. Things began to change with the
advent of personal computers, first released in the 1970s. But it was not until windowing
operating systems came about that computer users could learn to use the computers with
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little  to no training. And so today, it is common that anyone and everyone can use a com-
puter. In fact, computers are so commonplace that people may not realize that they are using
a computer when they program their GPS or run an application on their smart phone.
Our View Today
Computers used to be easily identifiable. They were monstrously expensive devices that
would weigh tons, filled up a room or more, required clean room environments and spe-
cial air conditioning. People would not actually touch the computer; they would interface
with the computer through terminals and networks. With personal computers, comput-
ers for individuals became affordable and many people began to have computers in their
own homes. Telecommunication, over LANs or over telephone networks, allowed people
to connect their computers together, to communicate to each other and share e-mail mes-
sages, files, programs, etc. The Internet, which was first turned on in its earliest form in
1969, became commercially available to home computer users in the mid-1990s. Early
in this period, people connected to the Internet via slow MODEM access over their tele-
phones. But over the past 15 years, telecommunications has changed completely. Now, we
have wireless access, high-speed Internet connections, cell phones, and more.
Today, computers are not easily identifiable. They are no longer limited to mainframe
computers or desktop units. You can have a network computer or a laptop, a notebook
computer, a tablet computer, a handheld computer. We even have devices smaller than
handheld units that use processors and memory. And our connectivity has changed
equally. Your access to telecommunications is no longer limited by the telephone port in
your home. With wireless, you can gain access anywhere in your household or anywhere
in a remote location that has hot spots. Want a coffee break? No problem, go to Starbucks
and you can still access the Internet through your laptop. Or, taking a drive? You can still
access the Internet over your cell phone (as long as you are in reasonable proximity to a
cell phone tower). We are a world united through nearly instantaneous communication no
matter where we are. And we are a world of billions upon billions of processors. We used
to count computers by the millions, but today, there are tens of billions of processors and
most of these can communicate with each other.
This gentle introduction to IT will serve as our starting point in this text. Over the
chapters to come, we will study many IT-related concepts. We first look at computer com-
ponents, gain an understanding of what they do, how they work, and how we connect
them to a computer. We also study a related topic, binary numbers and how we use binary.
These next two chapters on computer organization and binary are often material covered
in computer science curricula. They are included here so that, as an IT person, you under-
stand more than what a processor and a motherboard are when it comes to the computer
hardware. By having a firm foundation of what the computer components do and how they
work, you should be able to understand the necessity of when to increase RAM, or how
to evaluate a processor. The inclusion of binary in this text is largely to support concepts
found in computer networks.
The focus shifts to system software, that is, operating systems. We examine two of the
most common operating system platforms: Windows (Windows 7) and Unix (Red Hat
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Linux). We will compare and contrast what they look like, how we use them, and how we
configure them. Operating system topics include file systems, users, accounts and per-
missions, processes and process management, and services. We also examine two Linux-
specific topics: the Bash shell and the use of regular expressions in Linux.
The text examines several different histories. The evolution of computer hardware, the
evolution of operating systems, the evolution of computer programming, the history of
both Linux and Windows, and the history of the Internet are all covered (although not
in the same chapter). Although perhaps not necessary for an IT person, it does help set
a backdrop to how technology has changed so that you will have an appreciation of the
rapidity behind the changes in IT. Additionally, by understanding the past, it might help
you understand where IT might lead.
The final collection of chapters covers other IT topics. Computer networks are consid-
ered from several different perspectives. The logical structure of a network, the physical
nature of a network, the network protocols that proscribe how transmitted data are to be
treated, and some of the more common network software are all examined in one chap-
ter. Software management describes the types of software available and provides details
for how to install software in a computer system, particularly in Linux with open source
software. Another chapter concentrates on programming, offering examples of writing
scripts in both the Linux shell and DOS. The penultimate chapter of the text covers the
information side of IT. In this chapter, we examine such ideas as information management
and information assurance and security. A final chapter wraps up the text by considering
careers in IT and various topics related to IT professionals.
Further Reading
There are a number of websites that provide information on IT careers, some of which are
listed below.
• http://www.wetfeet.com/careers-industries/careers/information-technology
• http://www.cio.com/article/101314/The_Hottest_Jobs_In_Information_Technology
• http://www.careeroverview.com/technology-careers.html
• http://www.techcareers.com/
• http://information-technology.careerbuilder.com/
The best source for IT education can be found through the special interest group on IT
education (SIGITE) at http://www.sigite.org/it-model-curriculum.
General introductions to computer hardware, software, and users can be found in any
number of computer literacy texts such as these:
• Beekman, G. and Beekman, B. Tomorrow’s Technology and You. Upper Saddle River,
NJ: Prentice Hall, 2008.
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•  Fuller, F. and Larson, B. Computers: Understanding Technology. St. Paul, MN: ECM
Paradigm Publishing, 2010.
• Meyer, M., Baber, R., and Pfaffenberger, B. Computers in Your Future. Upper Saddle
River, NJ: Prentice Hall, 2007.
• Laberta, C. Computers Are Your Future. Upper Saddle River, NJ: Prentice Hall, 2011.
• Williams, B. and Sawyer, S. Using Information Technology. New York: McGraw-Hill,
2010.
• Snyder, L. Fluency with Information Technology: Skills, Concepts and Capabilities.
Upper Saddle River, NJ: Prentice Hall, 2010.
However, as someone who wishes to make a career of IT, you would be better served
with more detailed material. Such texts will be listed in later chapters as we cover material
in greater depth. See the further readings in Chapter 2 for more information on computer
hardware, Chapter 4 for more information on operating systems, Chapter 14 for more
information on programming, and Chapter 16 for more information on IT careers.
Review Terms
The following terms were introduced in this chapter:
Administrator Peripheral
Computer Processor
Hardware Network administrator
Help desk Software
Information Technology Storage capacity
IT specialist System administrator
MODEM User
Review Questions
1. What are the skills expected of an IT specialist?
2. What does administration mean in reference to IT?
3. What does training mean in reference to IT?
4. How does the study of IT differ from a 2-year technical degree in computers?
5. To what extent should an IT specialist be able to write computer programs?
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6. What is a system administrator? What is a network administrator? How do the two
jobs differ?
7. Define a computer.
8. What is the IPOS cycle?
9. Should a cell phone be considered a computer?
10. How does a computer system differ from a computer?
11. How do short-term and long-term storage differ?
12. What is software? What are the two general forms of software?
Discussion Questions
1. As a student of IT, what brought about your interests in studying IT? Having read
this chapter, are you as interested in IT as you were before, more interested or less
interested?
2. Organize the IT skills listed in Table 1.2 in order of most important to least impor-
tant for a system administrator. Defend your listing based on the types of tasks that a
system administrator will be required to undertake.
3. Table 1.2 did not include “soft skills” such as the ability to communicate with others,
the ability to work in groups, and the ability to manage projects. Are these types of
skills taught or are they learned in other ways? Should a 4-year IT program include
courses that cover such skills?
4. What are the differences between computer information technology and computer
science? Should a program in computer science include computer information tech-
nology courses, or should they be separate programs?
5. How does a 4-year IT degree differ from a 2-year IT degree or a degree earned at an
IT technical school?
6. Compare computers of today to those that existed in the 1950s.
7. In your lifetime, what changes have you seen in computers and other information
technology (particularly handheld devices)? What changes do you expect to see in
the next 10–15 years?
8. Many people are surprised to learn that smart phones should be considered comput-
ers. In what ways are smart phones similar to desktop and laptop computers? In what
ways are they different? Should ordinary cell phones be considered computers?
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C h a  p t e r 2
Computer Organization
and Hardware
This chapter examines the hardware of a computer: the central processing unit (CPU),
memory, the I/O subsystem, and the bus. Each of these components is described in detail
to provide an understanding of its role. In examining the CPU, the chapter emphasizes the
fetch–execute cycle. An example program is used to illustrate the fetch–execute cycle. The
CPU’s components are themselves examined: the control unit, the arithmetic logic unit,
and registers. In examining memory, the memory hierarchy is introduced and the differ-
ent forms of memory are discussed: RAM, SRAM, DRAM, ROM, virtual memory. In the
discussion of input and output devices, topics of human–computer interaction (HCI) and
ergonomics are emphasized. The chapter includes a discussion on how to assemble the
various computer components. The intent of this chapter is to provide the IT student with
a solid foundation in computer hardware.
The learning objectives of this chapter are to
• Identify the components of a computer and their roles.
• Describe the fetch–execute cycle.
• Discuss characteristics that impact a processor’s performance.
• Describe the different levels of the memory hierarchy.
• Describe the role of the various types of input and output devices.
• Discuss the impact that I/O devices have on the human body and the importance of
HCI.
• Illustrate how a computer can be assembled from component parts.
Computer organization is the study of the components of a computer, their function, their
structure (how they work), and how they are connected together. This topic is common
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in  computer science programs as a sophomore or junior level class. Here, while we will
look at these components, we will look more at their function and how they are connected
together. By studying computing organization, you will gain an understanding of how
computers work and the importance of each of the primary components, as introduced in
Chapter 1. This chapter concludes with a section that discusses computer hardware and the
process of assembling (building) a computer from component parts.
A computer consists of a central processing unit (CPU), memory and storage, and
peripheral devices (including some form of network connection). A computer performs
four operations:
1. Input
2. Processing
3. Output
4. Storage
The IPOS cycle—input–processing–output–storage—describes roughly how we use a
computer. We input data, process it, output the results, and store any information that we
want to keep permanently. Figure 2.1 illustrates the IPOS cycle. Describing the computer
at this level does not really tell us what is going on—for instance, how does storage differ
from memory, and how does the processing take place? So we will take a closer look here.
Structure of a Computer
Figure 2.2 shows the overall structure of most computer systems. As you can see, there
are four components: the CPU (or processor), memory, input/output (I/O) subsystem, and
the bus. The CPU is the device that not only executes your programs’ instructions, but
also commands the various components in the computer. Memory stores the program(s)
being executed and the data that each program is using. The I/O subsystem includes all
peripheral devices (input, output, storage, network) where storage consists of the long-term
Input
Output
Processing
Storage
Results can
be stored
for permanent
record
Information
output so
user can see
results
Processing
converts
data to
information
Input from user
informs computer
(program) what
to do
FIGURE 2.1 IPOS cycle.
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storage devices (disk drives, tape). The bus is the device that permits information to move
between each component.
Before we continue with our look at the computer’s components, we have to understand
that the devices in the computer are digital devices. Inside the computer, digital data are
represented as electrical current being in one of two states: high or low. High means that
there is a noticeable current flowing through the component, and low means that there is
no, or nearly no, current flowing. We will assign the number 1 to be high current and 0
to be low (or no) current. The bus then is perhaps an easy device to understand. The bus
consists of a number of wires, each wire allows 1 bit (a single 1 or 0, high or low current) to
flow over it. We discussed storage capacity previously in Chapter 1 (see Table 1.4) but for
now, we will define three terms: a bit (a single 1 or 0), a byte (8 bits, using eight wires on the
bus, usually the smallest unit of data transfer), and a word (today, computers have either
32-bit or 64-bit words; the word size is the typical size of a datum).
The bus actually consists of three parts: the address bus, the control bus, and the data
bus. These three parts of the bus perform the following operations:
• The address bus is used by the CPU to send addresses to either memory or the I/O
subsystem. An address is the location that the CPU either wants to retrieve a datum
from, or the location that the CPU wants to store a datum to. The CPU more com-
monly addresses memory than I/O. Note that a datum might either be a value to be
used in a program, or a program instruction.
• The control bus is used by the CPU to send out commands. Commands might be
“read” or “write” to memory, or “input”, “output”, or “are you available” to an I/O
device. The control bus is also used by the various devices in the computer to send
signals back to the CPU. The primary signal is known as an interrupt, which is a
request by a device (e.g., disk drive, printer) to interrupt the CPU and ask for its
attention.
• The data bus is used to send data (including program instructions) from memory to
the CPU, or data from the CPU to memory, or between I/O devices and the CPU or
memory.
CPU
ALU
Control unit
Registers
System
bus
Memory
SRAM
DRAM
ROM
I/O Bus
I/O Subsystem
Input devices
Output devices
Storage devices
FIGURE 2.2 Structure of modern computers.
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The  size of the data bus is typically the size of the computer’s word. The size of address
bus is based on the size of addressable memory. The size of the control bus is based on the
number of different commands that the CPU might send out. See Figure 2.3, where the
data bus would probably be 32 bits in size, and the address and control bus size would
depend on a number of different issues. The bus shown in this figure is the system bus.
Another bus, the local bus, connects the components of the CPU [ALU (arithmetic/logic
unit), control unit, registers] and yet another bus connects the I/O devices together.
What Are Pins?
Take a look at a CPU. You will see a number of metal pins that come out of the bottom. The pins
are used to connect the CPU into a socket. The socket connects to the system bus. Therefore,
each pin connects to one line of the bus. Earlier CPUs had few pins, whereas today CPUs can
have more than a thousand pins! Thus, pins have to be very small to fit. Also, every pin requires
a certain amount of power so that current could potentially flow over any or all pins at any time.
So our modern CPUs require greater power consumption. This, in turn, gives off more heat,
so we need more powerful cooling of the CPU. Below are two Intel CPUs, an early CPU from
the 1970s with just a few dozen pins, and a modern Pentium processor with almost 500 pins.
(Adapted from Kimmo Palossaari, http://commons.wikimedia.org/wiki/File:IC_DIP_chips
.JPG, and Stonda, http://commons.wikimedia.org/wiki/File:Pentium-60-back.jpg.)
CPU
Main memory
ALU
Control unit
Registers
System bus
Address bus
Data bus
Control bus
FIGURE 2.3 System bus connecting CPU and memory.
 


	48. Computer Organization and  Hardware   
◾    25  
A Program
In order to understand the CPU, we have to understand a computer program. This is
because the CPU executes programs. So, we will first examine a simple program. The fol-
lowing program is written in C although it could be written in nearly any language. The
only thing that would change is the syntax. The // marks indicate comments. Comments
will help you understand the program.
#include <stdio.h> //input/output library
void main( ) //start of the program
{
int a, b, c; //use 3 integer variables
scanf(“%d”, &a); //input a
scanf(“%d”, &b); //input b
if(a < b) //compare a to b, if a is less then b
		 c = a + b; //then set c to be their sum
		 else c = a-b; //otherwise set c to be their difference
printf(“%d”, c); //output the result, c
}
This program inputs two integer values from the user, and if the first is less than the
second, it computes c = a + b (c is the sum of the two) otherwise, it computes c = a – b (c is
a minus b). It then outputs c. If, for instance, the user inputs 5 and 10, it computes c = 15
and outputs 15. If instead the user inputs 5 and 3, it computes c = 2 and outputs 2. This is a
fairly pointless program, but it will serve for our example.
Once written, what happens to the C program? Can I run this program? No. No com-
puter understands the C programming language. Instead, I have to run a special program
called a compiler. The compiler translates a program into a simpler language called machine
language. The machine language version of the program can then be executed. Machine
language is archaic and very difficult to read, so we will look at an intermediate form of the
program, the assembly language version. Again, comments will occur after // marks.
Input 33 //assume 33 is the keyboard, input a value
				 //from keyboard
Store a //and store the value in the variable a
Input 33 //repeat the input for b
Store b
Load a //move a from memory to CPU, a location
		 //called the accumulator
Subt b //subtract b from the accumulator
		 //(accumulator = a – b)
Jge else //if the result is greater than or equal
		 //to 0, go to location “else”
Load a //otherwise, here we do the then clause,
		 //load a into accumulator
Add b //add b (accumulator is now a + b)
Store c //store the result (a + b) in c
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Jump  next //go to the location called next
else: Load a //here is the else clause, load a into the
		 //accumulator
Subt b //subtract b (accumulator is now a – b)
Store c //store the result (a – b) into c
next: Load c //load c into the accumulator
Output 2049 //send the accumulator value to the output
		 //device 2049, assume this is the monitor
Halt //end the program
The assembly language version of the program consists of more primitive instructions
than the C version. For instance, the single scanf statement in C, which can actually be used
to input multiple values at a time, is broken into input and store pairs for each input. The C if
statement is broken into numerous lesser statements. Now, recall that an assembly language
program is supposed to be simpler than a high level language program. It is simpler in that
each assembly language instruction essentially does one primitive thing. However, for our
programs to accomplish anything useful, we need far more assembly language instructions
than high level language instructions. You might think of the two types of languages in this
way: an assembly language instruction is like the nuts and bolts of construction, whereas
the high level language instruction is like prefabricated components such as hinges and
locks. The computer cannot do something like scanf, or an if–else statement directly in one
instruction, but it can do a load, add, store, or jump in single operations.
As with the C program, a computer cannot execute an assembly language program
either. So, our program must next be converted from assembly language into machine
language. The reason why we showed the assembly language program is that it is easier to
understand than a machine language program.
A compiler is a program that translates a source program written in a high-level lan-
guage, such as C, into machine language. An assembler is a program that translates an
assembly language program into machine language. So imagine that we have translated
the previous assembly program into machine language. A portion of the final program
might look something like this:
1000100 0000000000000000000100001 —input (from keyboard)
1000111 0010011000100101101010001 —store the datum in a
1000100 0000000000000000000100001 —input (from keyboard)
1000111 0010011000100101101010010 —store the datum in b
The remainder of the machine language program is omitted because it would make no
more sense than the above listing of 1s and 0s. If you look at the 1s and 0s, or binary num-
bers, you might notice that they are formatted into two parts. These two parts represent
each instruction’s operation (the first 7 bits) and the operand, or datum. Here, the operation
denotes one of perhaps 100 different instructions. 1000100 represents “input” and 1000111
represents “store”. There would similarly be operations for “add”, “subt”, “jge”, “load”, and
“jump”. The operand denotes a memory location written in binary (for instance, datum a
is stored at location 0010011000100101101010001, which is address 5,000,017, and the value
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0000000000000000000100001 denotes a device number, 33, for the keyboard). Although
this machine language code is made up for the example, it is not too different from what
we might find if we studied specific machine languages.
Executing the Program
Okay, back to computer organization. We want to run this simple program. The first thing
that happens when you want to run a program is that the operating system loads the program
from where it is stored on the hard disk into a free section of memory. We will assume that
the operating system has placed it at memory location 5,000,000. Because there are 17 instruc-
tions, the program will be stored consecutively from memory location 5,000,000 to 5,000,016.
We will also assume that the variables, a, b, and c, are stored immediately after the program,
in memory locations 5,000,017 through 5,000,019, respectively, for a, b, and c. Once loaded,
the operating system transfers control to the processor (CPU) to begin running this program.
Now we have to understand in more detail what the CPU and memory do. The CPU
consists of the control unit, the ALU, and registers. One of those registers is called the
program counter, or PC (not to be confused with the generic name of a home computer).
The PC gets the address of the first program instruction in memory, 5,000,000. Another
register is called the instruction register (IR). It stores the current instruction. Another
register is called the status flags (SFs); it stores the result of the most recent ALU computa-
tion in terms of whether the result was positive, negative, zero, caused an overflow, caused
an interrupt, had a value of even parity, and so forth. Each of these items is stored in 1 bit,
so the SF will store multiple results, although most of the bits will be 0. Other registers are
data registers—they store data that we are currently using. One special data register, called
the accumulator (AC), is used for storing the most recent value computed or used.
We are ready to look at how the CPU runs the program. The CPU performs what is
known as the fetch–execute cycle. The idea behind this cycle is that the CPU first fetches an
instruction from memory, and then executes it. In fact, there is more to it than that. The
typical fetch–execute cycle (the cycle differs depending on the processor) will have four or
five, or maybe more, stages (Figure 2.4).
CPU
PC (1)
Control
unit
ALU
IR (2)
Address bus
Data bus
Control bus
Memory
Program code
current instruction
Program data
1. Control unit moves PC to address bus
and signals memory “read” command over
control bus, memory returns instruction
over data bus to be stored in IR
2. Control unit decodes instruction in IR
3. Execute instruction in the ALU using
datum in AC, putting result back in the AC
AC (3)
FIGURE 2.4 Three-part fetch–execute cycle.
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For  our example, we will assume a five-part cycle* with the following stages:
1. Fetch instruction from memory.
2. Decode the instruction from machine language into microcode.
3. Fetch the operands from registers.
4. Execute the instruction.
5. Store the result back into a register.
In Figure 2.4, steps 3–5 are all indicated as step 3, executing the instruction using the
data register. However, in many CPUs, there are several, even dozens of registers. This
requires that steps 3 and 5 be separated from step 4.
Step 4 from our five-part cycle is where the instruction is executed. However, as you see,
this is not the only step required to execute an assembly language operations. Without all
of the stages, the program does not run correctly. Microcode, mentioned in step 2, will be
discussed later in the chapter.
So let us see how the program discussed in the last section will be executed on this five-
part cycle. The first thing that happens is that the CPU fetches the first program instruc-
tion. This occurs by sending the value stored in the PC (the memory location of the first
instruction) to memory over the address bus, and sending a “read” signal over the control
bus. Memory receives both the address and the “read” command, and performs the read
access at the given memory location. Whatever it finds is then sent back to the CPU over the
data bus. In this case, what is sent back to the CPU is not a datum but a program instruc-
tion, and in the case of our program, it is the instruction “Input”, written in binary as:
1000100 0000000000000000000100001
Once the instruction is received by the CPU, it is stored in the IR. To end this stage,
the CPU increments the PC to 5,000,001 so that it now indicates the location of the next
instruction to be fetched.
The next stage is to decode the instruction. The control unit breaks the instruction
into two or more parts—the operation (in this case, the first 7 bits) and the operand(s).
In essence, the control unit consults a table of operations to find 1000100, the instruction
“Input”. This informs the CPU that to execute the instruction, it needs to perform an input
operation from the input device given by the address in the operand. The operand is the
binary number for 33, which (in our fictitious computer) is the keyboard.
As there are no operands to fetch, stage 3 is skipped. Stage 4 is the execution of the
instruction. The input instruction requires that the CPU communicate with the input
device (the keyboard) and retrieve the next datum entered. The execution of the input
instruction is not typical in that the CPU does not proceed until the user has entered
something. At that point, the CPU retrieves the datum over the data bus and brings it into
* Different processors have different lengths for their fetch–execute cycles, from just a few to dozens.
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the CPU. The fifth and final stage requires moving the value from the data bus into the AC
register.
We have now seen the full execution of our program’s first instruction. What happens
next? The entire fetch–execute cycle repeats. In fact, it will continue repeating until the
program terminates.
For the second instruction, the first step is to fetch the instruction from memory. Now,
the PC has the address 5,000,001, so the CPU fetches the instruction at that location from
memory. The PC value is placed on the address bus, the control unit signals a memory read
across the control bus, memory looks up that address and returns the contents over the
data bus, and the item is stored in the IR. The last step of the fetch phase is to increment the
PC to now point at 5,000,002. The instruction in the IR is
1000111 0010011000100101101010001
which is “store a”.
The decode stage determines that the operation is a store operation, which requires
moving a datum from the AC into main memory. The address that will receive the datum
from the AC is stored as the second portion of the instruction, 5,000,017 (the address of a).
To execute the instruction, the latter part of the IR is moved to the address bus, the value
in the AC is moved to the data bus, and the control unit signals a memory “write” over the
control bus. The execution of the instruction is now in the hands of main memory, which
takes the value from the data bus and stores it at the memory location received over the
address bus (5,000,017). This instruction does not require a fifth step as the CPU itself does
not need to store anything.
The next two instructions occur in an almost identical manner except that these instruc-
tions are at 5,000,002 and 5,000,003, respectively, and the second datum is stored at mem-
ory location 5,000,018 (b). By the time these two instructions have been executed, the PC
will be pointing at location 5,000,004, and memory locations 5,000,017 and 5,000,018 will
store the first two input values, a and b, respectively.
The fifth instruction is fetched and stored in the IR. This instruction is “load a”. The exe-
cution of this instruction sends the address, 5,000,017, across the address bus and a memory
read signal over the control bus. Memory looks up the datum stored at this location and
sends it back over the data bus. The final stage of this instruction is to store the resulting
datum in the AC. Notice that unlike the previous “memory read” operations discussed in
this section, this is a memory read of a true datum, not of an instruction. Figure 2.5 illus-
trates the difference between the “load” (upper portion of the figure) and “store” (lower por-
tion of the figure) instructions, that is, between a memory read and a memory write.
The sixth instruction, “subt b”, starts off similar to the fifth, “load a”. The instruction is
fetched as before, with the “subt b” placed in the IR and the PC incremented. The control
unit then decodes this instruction. However, the execution stage for subtraction differs
from load because this instruction requires two separate execution steps. First, memory
is read, similar to “load a” but in this case, the address is 5,000,018 (the variable b). The
datum that is returned from memory is not stored in the AC though. Instead, the contents
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of  the AC and the datum returned from memory are both sent to the ALU. The control
unit signals the ALU to perform a subtraction. The subtraction circuit operates on the two
data and the result, coming out of the ALU, is the value from the AC minus the value from
memory (i.e., a – b). The store result step of this instruction is to take that result from the
ALU and move it to the AC.
The ALU also sets a status flag based on the result of the subtraction. The SFs are used
to indicate the results of ALU operations, such as whether the result was positive, zero, or
negative, or whether the result caused an overflow or a carry out or an interrupt. The flags
are usually denoted as PF (positive flag), ZF (zero flag), NF (negative flag), OF (overflow
flag), and so forth. Any ALU operation will result in at least one flag being set (changing
from 0 to 1). We will see how these flags are used in the next instruction.
The seventh instruction (at 5,000,006) is the first instruction that you might not under-
stand by reading the assembly language code. It says “jge else”. This means “jump on
greater than or equal to the location else”. The location “else” is another memory location.
Because the first instruction in the program is at memory location 5,000,000, the “else”
location is at 5,000,011 (it is the 12th instruction in the program). Refer back to the pro-
gram in the last section. As with all previous instructions, this instruction (“jge else”) is
fetched from memory into the IR and decoded. The execution stage works as follows:
If either the PF or ZF is set (the subtraction resulted in a positive or zero result), then
reset the PC to the location of “else”. If the NF is set, then do nothing.
CPU
IR
AC
Control
unit
Memory
1. Address from IR to address bus
control unit signals memory read
over control bus
2. Memory accesses address
returns datum over data bus
3. Datum stored in AC
CPU
IR
AC
Control
unit
Memory
1. Address from IR to address bus
datum from AC over data bus
control unit signals memory write
over control bus
2. Memory accesses address
stores datum from data bus to
memory location
FIGURE 2.5 Memory read (top) versus memory write (bottom).
 


	54. Computer Organization and  Hardware   
◾    31  
This means that, if the previous instruction (the subtraction) resulted in a positive or
zero result, branch to location “else”. We use the PF and ZF here because the instruction
specifies “greater than or equal to”. Had the instruction been “less than”, we would only
use the NF. Other comparisons include “equal to”, “not equal to”, “greater than”, and “less
than or equal to”. At the end of this instruction, the PC will either be 5,000,007 (the next
sequential instruction) or 5,000,011 (the location of else).
The eighth instruction then depends on what happened in the seventh. Either the CPU
fetches the instruction at 5,000,007 or 5,000,011. Whichever is the case, the next three
instructions are nearly identical. They are to “load a”, “add/subt b”, and “store c”. That is,
the group of three instructions either perform c = a + b or c = a – b depending on which of
the two sets of code is executed. Assuming that we have executed the instructions starting
at 5,000,007, then the instruction at 5,000,010 is “jump next”. This instruction will change
the PC value to be 5,000,012 (the location of next). Whichever path led us here, the last
three instructions are “load c”, “output”, “halt”. The output instruction takes whatever is in
the AC and moves it to the output device listed (2049, presumably the monitor). When the
CPU executes the “halt” instruction, the program ends and control reverts to the operating
system.
Role of CPU
The CPU processes our programs. It does so using two different pieces of hardware. The
first is the ALU, which executes all arithmetic and logic operations. The ALU has individ-
ual circuits for performing the various operations. An adder is used to perform both addi-
tion and subtraction. A multiplier is used for multiplication. A divider is used for division.
A comparator is used to compare two values (for instance, to determine if a > b). Other
circuits perform shifting, rotating, and parity computation (see Chapter 3).
The second piece of hardware is the control unit. The control unit is responsible for con-
trolling (commanding) all of the components in the computer. As we saw in the example
in Executing the Program, the control unit sends out such signals as a memory read or a
memory write. It also sends signals to the ALU such as to perform a subtraction or a com-
parison. The control unit controls the fetch–execute cycle. First, it accomplishes the fetch
stage. Then it decodes the fetched instruction into microcode. This, in turn, instructs the
control unit on how to execute the instruction. Therefore, the control unit will have sepa-
rate sets of commands for the instruction fetch stage, and for every machine instruction.
Some instructions require an operand, and so the control unit handles how to acquire the
operand (stage 3 from the fetch–execute cycle discussed in Executing the Program). Some
instructions require the ALU, so the control unit informs the proper ALU circuit to oper-
ate. Some instructions require that a result be stored (stage 5 of the fetch–execute cycle
from Executing the Program), so the control unit moves the datum from its source to the
AC (or other register).
Microcode is a confusing topic; however, we will briefly describe it here. Recall that the
control unit sends out control signals to all of the components in the computer. This might
be a signal to memory to perform a read, or a signal to the ALU to perform an add, or a sig-
nal to move a datum from one location (say the output of the adder) to a register. Microcode
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is  the specific operations that should take place within the given clock cycle. For instance,
at the beginning of a fetch, the first step is to move the value from the PC to the address
bus and signal memory to perform a read. Those two commands are the only two actions
to take place during that clock cycle. The microcode for that step will be a binary listing of
which actual components should receive a command. The binary listing is almost entirely
made up of zeroes because, as we see with the instruction fetch, only two components out
of the entire computer do anything. So the microcode for this step has two 1s and the rest
are 0s. In this way, microcode looks much like machine language. However, although our
example machine language in A Program consisted of 32-bit instructions, our microcode
instructions are as long as there are components in the computer. For instance, if there are
50 different components to command, the microcode instruction would be 50 bits long.
Here, let us imagine that the computer has 50 components to command, and that the com-
mand to move the PC value to the address bus is control signal 0 and the signal to memory
to perform a read is control signal 15. Microcode for this step would be:
10000000000000100000000000000000000000000000000000
A single microcode instruction is sometimes called a micro-operation. There is a dif-
ferent micro-operation for each step of the fetch–execute cycle, plus one or more micro-
operations for every machine language instruction. Recall that step 2 of the fetch–execute
cycle was to convert the machine instruction (such as “load a”) into microcode. Once this
is done, executing the step is merely a matter of the control unit sending out the signals,
where each bit in the micro-operation denotes a bit to be sent out over a different control
bus line. This topic is very advanced and if you do not understand it, do not worry, because
it is not important for the material in this text.
We have already talked about various registers. There are two different classes of regis-
ters: those used by the control unit and those used to store data for the ALU. The control
unit uses the PC (program counter), IR (instruction register), SFs, Stack Pointer, and pos-
sibly others. Although our example in A Program and Executing the Program referenced
a single data register, the AC (accumulator), modern computers have several, possibly hun-
dreds of, registers. The Intel 8088 processor (used in early IBM PC computers) and later
the Pentium processors use four integer data registers given the names EAX, EBX, ECX,
and EDX. Other computers might name their registers as R0, R1, R2, and so forth. These
registers store data to be used during computations in the ALU.
The speed of a computer is usually provided in terms of clock speed. Modern computers
have clock speeds of several GHz (gigahertz). What does this term actually mean? 1 GHz
means 1 billion clock cycles per second, or that the clock operates at a speed of 1 billionth
of a second. This makes it sound like a 1-GHz CPU executes 1 billion instructions per sec-
ond. This is not true. Recall that a fetch–execute cycle might consist of five stages or more.
It turns out that each stage of the fetch–execute cycle requires at least 1 clock cycle for that
stage to be accomplished.
Consider the fetch stage as discussed in Executing the Program. It required at least three
clock cycles. In the first cycle, the PC value is sent across the address bus to memory and
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