



Submit Search


Upload
Complex_Analysis_MIT.pdf
•
0 likes•8 views

D
d00a7eceFollow
Complex variablesRead less

Read more
Science




Report
Share








Report
Share



1 of 79Download NowDownload to read offline







































































































































































Recommended
Solution 1
Solution 1aldrins 


Solution 1
Solution 1aldrins 


Diffy Q Paper
Diffy Q PaperAdan Magana 


Complex Numbers
Complex NumbersArun Umrao 


Ncert Maths Class-X | Chapter-1 | Slides By MANAV |
Ncert Maths Class-X | Chapter-1 | Slides By MANAV |Slides With MANAV 


Math lecture 7 (Arithmetic Sequence)
Math lecture 7 (Arithmetic Sequence)Osama Zahid 


Unit v
Unit vmrecedu 


Du1 complex numbers and sequences
Du1 complex numbers and sequencesjmancisidor 










Similar to Complex_Analysis_MIT.pdf
Guia limite
Guia limiteMariamne3 


integral calculus.pdf
integral calculus.pdfAudreyMendoza6 


Lesson 1 1 properties of real numbers
Lesson 1 1 properties of real numbersTerry Gastauer 


1 1 number theory
1 1 number theorysmillertx281 










Similar to Complex_Analysis_MIT.pdf
Trigonometry for class xi
Trigonometry for class xiindu psthakur 


Probabilistic approach to prime counting
Probabilistic approach to prime countingChris De Corte 


Exp integrals
Exp integralsInternational advisers  


An introdcution to complex numbers jcw
An introdcution to complex numbers jcwjenniech 










Similar to Complex_Analysis_MIT.pdf
Free221
Free221ziadabubeker 


Expresiones algebraicas
Expresiones algebraicasBrayanAcacioLinarez 


Disprove of equality between riemann zeta function and euler product
Disprove of equality between riemann zeta function and euler productChris De Corte 


complex numbers 1
complex numbers 1youmarks 










Similar to Complex_Analysis_MIT.pdf
CP2-Chp2-Series.pptx
CP2-Chp2-Series.pptxNasimSalim2 


Expresiones algebraicas
Expresiones algebraicasMiguelHernandezPerez2 


Ap gp
Ap gpsujoy7 


Arithmetic And Geometric Progressions
Arithmetic And Geometric ProgressionsFinni Rice 










More Related Content
Similar to Complex_Analysis_MIT.pdf
Guia limite
Guia limiteMariamne3 



integral calculus.pdf
integral calculus.pdfAudreyMendoza6 



Lesson 1 1 properties of real numbers
Lesson 1 1 properties of real numbersTerry Gastauer 



1 1 number theory
1 1 number theorysmillertx281 



Trigonometry for class xi
Trigonometry for class xiindu psthakur 



Probabilistic approach to prime counting
Probabilistic approach to prime countingChris De Corte 



Exp integrals
Exp integralsInternational advisers  



An introdcution to complex numbers jcw
An introdcution to complex numbers jcwjenniech 



Free221
Free221ziadabubeker 



Expresiones algebraicas
Expresiones algebraicasBrayanAcacioLinarez 



Disprove of equality between riemann zeta function and euler product
Disprove of equality between riemann zeta function and euler productChris De Corte 



complex numbers 1
complex numbers 1youmarks 



CP2-Chp2-Series.pptx
CP2-Chp2-Series.pptxNasimSalim2 



Expresiones algebraicas
Expresiones algebraicasMiguelHernandezPerez2 



Ap gp
Ap gpsujoy7 



Arithmetic And Geometric Progressions
Arithmetic And Geometric ProgressionsFinni Rice 



Complex numbers
Complex numbersInternational advisers  



The Real Numbers
The Real NumbersSierra Nichols 



Analytic function 1
Analytic function 1SaimaSadiq7 



Presentation4
Presentation4VocaloidEX 





Similar to Complex_Analysis_MIT.pdf (20)
Guia limite
Guia limite 


integral calculus.pdf
integral calculus.pdf 


Lesson 1 1 properties of real numbers
Lesson 1 1 properties of real numbers 


1 1 number theory
1 1 number theory 


Trigonometry for class xi
Trigonometry for class xi 


Probabilistic approach to prime counting
Probabilistic approach to prime counting 


Exp integrals
Exp integrals 


An introdcution to complex numbers jcw
An introdcution to complex numbers jcw 


Free221
Free221 


Expresiones algebraicas
Expresiones algebraicas 


Disprove of equality between riemann zeta function and euler product
Disprove of equality between riemann zeta function and euler product 


complex numbers 1
complex numbers 1 


CP2-Chp2-Series.pptx
CP2-Chp2-Series.pptx 


Expresiones algebraicas
Expresiones algebraicas 


Ap gp
Ap gp 


Arithmetic And Geometric Progressions
Arithmetic And Geometric Progressions 


Complex numbers
Complex numbers 


The Real Numbers
The Real Numbers 


Analytic function 1
Analytic function 1 


Presentation4
Presentation4 






More from d00a7ece
1.2 Fourier Series on (-pi,pi).pdf
1.2 Fourier Series on (-pi,pi).pdfd00a7ece 



1.1 Elementary Concepts.pdf
1.1 Elementary Concepts.pdfd00a7ece 



1- Matrices and their Applications.pdf
1- Matrices and their Applications.pdfd00a7ece 



[Numerical Heat Transfer Part B Fundamentals 2001-sep vol. 40 iss. 3] C. Wan,...
[Numerical Heat Transfer Part B Fundamentals 2001-sep vol. 40 iss. 3] C. Wan,...d00a7ece 



Double_Integral.pdf
Double_Integral.pdfd00a7ece 



Vectors.pdf
Vectors.pdfd00a7ece 



Vectors.pdf
Vectors.pdfd00a7ece 



Vectors.pdf
Vectors.pdfd00a7ece 



1.1 elementary concepts
1.1 elementary conceptsd00a7ece 



Unit 1
Unit 1d00a7ece 





More from d00a7ece (10)
1.2 Fourier Series on (-pi,pi).pdf
1.2 Fourier Series on (-pi,pi).pdf 


1.1 Elementary Concepts.pdf
1.1 Elementary Concepts.pdf 


1- Matrices and their Applications.pdf
1- Matrices and their Applications.pdf 


[Numerical Heat Transfer Part B Fundamentals 2001-sep vol. 40 iss. 3] C. Wan,...
[Numerical Heat Transfer Part B Fundamentals 2001-sep vol. 40 iss. 3] C. Wan,... 


Double_Integral.pdf
Double_Integral.pdf 


Vectors.pdf
Vectors.pdf 


Vectors.pdf
Vectors.pdf 


Vectors.pdf
Vectors.pdf 


1.1 elementary concepts
1.1 elementary concepts 


Unit 1
Unit 1 









Recently uploaded
Sucking Insect pests of rice, Identification, Binomics, Integrated Pest Manag...
Sucking Insect pests of rice, Identification, Binomics, Integrated Pest Manag...PirithiRaju 



CHEMICAL TESTS FOR GLYCOSIDES AND ALKALOIDS.pptx
CHEMICAL TESTS FOR GLYCOSIDES AND ALKALOIDS.pptxASWIN ANANDH 



Introducing the Exoplanet Escape Factor and the Fishbowl Worlds (Two conceptu...
Introducing the Exoplanet Escape Factor and the Fishbowl Worlds (Two conceptu...Sérgio Sacani 



Indigenous Science and Technology in the Philippines
Indigenous Science and Technology in the PhilippinesCatherineLadinesLago 



Lecture 10 .Parasympathetic agents- Indirect acting.pptx
Lecture 10 .Parasympathetic agents- Indirect acting.pptxmanjusha kareppa 



Glycolysis Pathway
Glycolysis PathwayProf. Sanket P.  Shinde 



A tale of two Lucys - Delft lecture - March 4, 2024
A tale of two Lucys - Delft lecture - March 4, 2024Richard Gill 



Introduction to ARBOVIRUS AND BACULOVIRUS
Introduction to ARBOVIRUS AND BACULOVIRUSaishnasrivastava 



Product development of a Direct To Consumer (DTC) Microbiome genomic test
Product development of a Direct To Consumer (DTC) Microbiome genomic testkirpren 



UKRAINIAN Kyiv Institute of Thermophysics Memorandum_English.pdf
UKRAINIAN Kyiv Institute of Thermophysics Memorandum_English.pdfThane Heins 



Next-Generation Safety Assessment Tools for Advancing In Vivo to In Vitro Tra...
Next-Generation Safety Assessment Tools for Advancing In Vivo to In Vitro Tra...InsideScientific 



flavanol, flavanoid, structure, biological sourceflavanol.pptx
flavanol, flavanoid, structure, biological sourceflavanol.pptxGulshanSingh756399 



Explainable neural networks for evaluating patterns of climate change and var...
Explainable neural networks for evaluating patterns of climate change and var...Zachary Labe 



Std 10 Science_Most important questions.pdf
Std 10 Science_Most important questions.pdfShivani  



Recent Advancement in Ocular Drug Delivery System.pptx
Recent Advancement in Ocular Drug Delivery System.pptxManshiRana2 



Neutron detection in medical industry and hsopital
Neutron detection in medical industry and hsopitalmedicalHunter2 



Synthetic Biology Approaches to identify Enzymes from Metagenome by Maliha Ra...
Synthetic Biology Approaches to identify Enzymes from Metagenome by Maliha Ra...Maliha Rashid 



GOOD JOURNAL guideline panduan penulisan proposal dan jurnal .pptx
GOOD JOURNAL guideline panduan penulisan proposal dan jurnal .pptxSyahyuti Si-Buyuang 



Role of mobile/ internet based software in modern fruit production & management.
Role of mobile/ internet based software in modern fruit production & management.shivamsinghaniya2 



Lecture 9 .Parasympathetic agents.b pharmacy second year
Lecture 9 .Parasympathetic agents.b pharmacy second yearmanjusha kareppa 





Recently uploaded (20)
Sucking Insect pests of rice, Identification, Binomics, Integrated Pest Manag...
Sucking Insect pests of rice, Identification, Binomics, Integrated Pest Manag... 


CHEMICAL TESTS FOR GLYCOSIDES AND ALKALOIDS.pptx
CHEMICAL TESTS FOR GLYCOSIDES AND ALKALOIDS.pptx 


Introducing the Exoplanet Escape Factor and the Fishbowl Worlds (Two conceptu...
Introducing the Exoplanet Escape Factor and the Fishbowl Worlds (Two conceptu... 


Indigenous Science and Technology in the Philippines
Indigenous Science and Technology in the Philippines 


Lecture 10 .Parasympathetic agents- Indirect acting.pptx
Lecture 10 .Parasympathetic agents- Indirect acting.pptx 


Glycolysis Pathway
Glycolysis Pathway 


A tale of two Lucys - Delft lecture - March 4, 2024
A tale of two Lucys - Delft lecture - March 4, 2024 


Introduction to ARBOVIRUS AND BACULOVIRUS
Introduction to ARBOVIRUS AND BACULOVIRUS 


Product development of a Direct To Consumer (DTC) Microbiome genomic test
Product development of a Direct To Consumer (DTC) Microbiome genomic test 


UKRAINIAN Kyiv Institute of Thermophysics Memorandum_English.pdf
UKRAINIAN Kyiv Institute of Thermophysics Memorandum_English.pdf 


Next-Generation Safety Assessment Tools for Advancing In Vivo to In Vitro Tra...
Next-Generation Safety Assessment Tools for Advancing In Vivo to In Vitro Tra... 


flavanol, flavanoid, structure, biological sourceflavanol.pptx
flavanol, flavanoid, structure, biological sourceflavanol.pptx 


Explainable neural networks for evaluating patterns of climate change and var...
Explainable neural networks for evaluating patterns of climate change and var... 


Std 10 Science_Most important questions.pdf
Std 10 Science_Most important questions.pdf 


Recent Advancement in Ocular Drug Delivery System.pptx
Recent Advancement in Ocular Drug Delivery System.pptx 


Neutron detection in medical industry and hsopital
Neutron detection in medical industry and hsopital 


Synthetic Biology Approaches to identify Enzymes from Metagenome by Maliha Ra...
Synthetic Biology Approaches to identify Enzymes from Metagenome by Maliha Ra... 


GOOD JOURNAL guideline panduan penulisan proposal dan jurnal .pptx
GOOD JOURNAL guideline panduan penulisan proposal dan jurnal .pptx 


Role of mobile/ internet based software in modern fruit production & management.
Role of mobile/ internet based software in modern fruit production & management. 


Lecture 9 .Parasympathetic agents.b pharmacy second year
Lecture 9 .Parasympathetic agents.b pharmacy second year 








Complex_Analysis_MIT.pdf

	1. 1 Complex algebra  and the complex plane
We will start with a review of the basic algebra and geometry of complex numbers. Most likely you
have encountered this previously in 18.03 or elsewhere.
1.1 Motivation
The equation �2 = −1 has no real solutions, yet we know that this equation arises naturally and we
want to use its roots. So we make up a new symbol for the roots and call it a complex number.
Deﬁnition. The symbols ±� will stand for the solutions to the equation �2 = −1. We will call these
new numbers complex numbers. We will also write
√
−1 = ±�
Note: Engineers typically use � while mathematicians and physicists use �. We’ll follow the mathe-
matical custom in 18.04.
The number � is called an imaginary number. This is a historical term. These are perfectly valid
numbers that don’t happen to lie on the real number line.1 We’re going to look at the algebra,
geometry and, most important for us, the exponentiation of complex numbers.
Before starting a systematic exposition of complex numbers, we’ll work a simple example.
Example 1.1. Solve the equation �2 + � + 1 = 0.
Solution: We can apply the quadratic formula to get
√ √ √ √ √
−1 ± 1 − 4 −1 ± −3 −1 ± 3 −1 −1 ± 3 �
� = = = = .
2 2 2 2
Think: Do you know how to solve quadratic equations by completing the square? This is how the
quadratic formula is derived and is well worth knowing!
1.2 Fundamental theorem of algebra
One of the reasons for using complex numbers is because allowing complex roots means every
polynomial has exactly the expected number of roots. This is called the fundamental theorem of
algebra.
Theorem. (Fundamental theorem of algebra) A polynomial of degree � has exactly � complex
roots (repeated roots are counted with multiplicity).
1
Our motivation for using complex numbers is not the same as the historical motivation. Historically, mathematicians
were willing to say �2
= −1 had no solutions. The issue that pushed them to accept complex numbers had to do with
the formula for the roots of cubics. Cubics always have at least one real root, and when square roots of negative numbers
appeared in this formula, even for the real roots, mathematicians were forced to take a closer look at these (seemingly)
exotic objects.
1
 


	2. 1 COMPLEX ALGEBRA  AND THE COMPLEX PLANE 2
In a few weeks, we will be able to prove this theorem as a remarkably simple consequence of one of
our main theorems.
1.3 Terminology and basic arithmetic
Deﬁnitions
• Complex numbers are deﬁned as the set of all numbers
� = � + ��,
where � and � are real numbers.
• We denote the set of all complex numbers by �. (On the blackboard we will usually write ℂ
–this font is called blackboard bold.)
• We call � the real part of �. This is denoted by � = Re(�).
• We call � the imaginary part of �. This is denoted by � = Im(�).
Important: The imaginary part of � is a real number. It does not include the �.
The basic arithmetic operations follow the standard rules. All you have to remember is that �2 = −1.
We will go through these quickly using some simple examples. It almost goes without saying that
in 18.04 it is essential that you become ﬂuent with these manipulations.
• Addition: (3 + 4�) + (7 + 11�) = 10 + 15�
• Subtraction: (3 + 4�) − (7 + 11�) = −4 − 7�
• Multiplication:
(3 + 4�)(7 + 11�) = 21 + 28� + 33� + 44�2
= −23 + 61�.
Here we have used the fact that 44�2 = −44.
Before talking about division and absolute value we introduce a new operation called conjugation.
It will prove useful to have a name and symbol for this, since we will use it frequently.
Complex conjugation is denoted with a bar and deﬁned by
� + �� = � − ��.
If � = � + �� then its conjugate is � = � − �� and we read this as “z-bar = � − ��”.
Example 1.2.
3 + 5� = 3 − 5�.
The following is a very useful property of conjugation: If � = � + �� then
�� = (� + ��)(� − ��) = �2
+ �2
.
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Note that �� is real. We will use this property in the next example to help with division.
Example 1.3. (Division.) Write
3 + 4�
in the standard form � + ��.
1 + 2�
Solution: We use the useful property of conjugation to clear the denominator:
3 + 4� 3 + 4� 1 − 2� 11 − 2� 11
−
2
= ⋅ = = �.
1 + 2� 1 + 2� 1 − 2� 5 5 5
In the next section we will discuss the geometry of complex numbers, which gives some insight into
the meaning of the magnitude of a complex number. For now we just give the deﬁnition.
Deﬁnition. The magnitude of the complex number � + �� is deﬁned as
√
|�| = �2 + �2.
The magnitude is also called the absolute value, norm or modulus.
√ √
Example 1.4. The norm of 3 + 5� = 9 + 25 = 34.
Important. The norm is the sum of �2 and �2. It does not include the � and is therefore always
positive.
1.4 The complex plane
1.4.1 The geometry of complex numbers
Because it takes two numbers � and � to describe the complex number � = � + �� we can visualize
complex numbers as points in the ��-plane. When we do this we call it the complex plane. Since �
is the real part of � we call the �-axis the real axis. Likewise, the �-axis is the imaginary axis.
Imaginary axis
�
�
�
�
Imaginary axis
� = � + �� = (�, �) � = � + �� = (�, �)
�
Real axis � Real axis
−�
�
� = � − �� = (�, −�)
1.4.2 The triangle inequality
The triangle inequality says that for a triangle the sum of the lengths of any two legs is greater than
the length of the third leg.
�
� �
Triangle inequality: |��| + |��| > |��|
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For complex numbers the triangle inequality translates to a statement about complex magnitudes.
Precisely: for complex numbers �1, �2
|�1| + |�2| ≥ |�1 + �2|
with equality only if one of them is 0 or if arg(�1) = arg(�2). This is illustrated in the following
ﬁgure.
�
�1 + �2
�2
�1
�
Triangle inequality: |�1| + |�2| ≥ |�1 + �2|
We get equality only if �1 and �2 are on the same ray from the origin, i.e. they have the same
argument.
1.5 Polar coordinates
In the ﬁgures above we have marked the length � and polar angle � of the vector from the origin to
the point � = � + ��. These are the same polar coordinates you saw in 18.02 and 18.03. There are a
number of synonyms for both � and �
� = |�| = magnitude = length = norm = absolute value = modulus
� = arg(�) = argument of � = polar angle of �
As in 18.02 you should be able to visualize polar coordinates by thinking about the distance � from
the origin and the angle � with the �-axis.
Example 1.5. Let’s make a table of �, � and � for some complex numbers. Notice that � is not
uniquely deﬁned since we can always add a multiple of 2� to � and still be at the same point in the
plane.
� = � + �� � �
1 1 0, 2�, 4�, … Argument = 0, means � is along the �-axis
�
√
1 �∕2, �∕2 + 2� … Argument = �∕2, means � is along the �-axis
1 + � 2 �∕4, �∕4 + 2� … Argument = �∕4, means � is along the ray at 45◦ to the �-axis
Real axis
Imaginary axis
�
1
1 + �
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When we want to be clear which value of � is meant, we will specify a branch of arg. For example,
0 ≤ � < 2� or −� < � ≤ �. This will be discussed in much more detail in the coming weeks.
Keeping careful track of the branches of arg will turn out to be one of the key requirements of
complex analysis.
1.6 Euler’s Formula
Euler’s (pronounced ‘oilers’) formula connects complex exponentials, polar coordinates, and sines
and cosines. It turns messy trig identities into tidy rules for exponentials. We will use it a lot. The
formula is the following:
e��
= cos(�) + � sin(�). (1)
There are many ways to approach Euler’s formula. Our approach is to simply take Equation 1 as
the deﬁnition of complex exponentials. This is legal, but does not show that it’s a good deﬁnition.
To do that we need to show the e�� obeys all the rules we expect of an exponential. To do that
we go systematically through the properties of exponentials and check that they hold for complex
exponentials.
1.6.1 e�� behaves like a true exponential
P1. e�� diﬀerentiates as expected:
�e��
= �e��
.
��
Proof. This follows directly from the deﬁnition:
�e��
=
�
(cos(�) + � sin(�)) = − sin(�) + � cos(�) = �(cos(�) + � sin(�)) = �e��
.
�� ��
P2. e�⋅0 = 1.
Proof. e�⋅0 = cos(0) + � sin(0) = 1.
P3. The usual rules of exponents hold:
e��
e��
= e�(�+�)
.
Proof. This relies on the cosine and sine addition formulas.
e��
⋅ e��
= (cos(�) + � sin(�)) ⋅ (cos(�) + � sin(�))
= cos(�) cos(�) − sin(�) sin(�) + � (cos(�) sin(�) + sin(�) cos(�))
= cos(� + �) + � sin(� + �) = e�(�+�)
.
P4. The deﬁnition of e�� is consistent with the power series for e�.
Proof. To see this we have to recall the power series for e�, cos(�) and sin(�). They are
e� �2 �3 �4
= 1 + � + + + + …
2! 3! 4!
�4
−
�6
cos(�) = 1 −
�2
+ + …
2! 4! 6!
sin(�) = � −
�3
+
�5
+ …
3! 5!
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Now we can write the power series for e�� and then split it into the power series for sine and cosine:
∞
e��
∑ (��)�
=
�!
0
∞
�2� ∞
�2�+1
∑ ∑
= (−1)�
+ � (−1)�
0
(2�)! 0
(2� + 1)!
= cos(�) + � sin(�).
So the Euler formula deﬁnition is consistent with the usual power series for e�.
Properties P1-P4 should convince you that e�� behaves like an exponential.
1.6.2 Complex exponentials and polar form
Now let’s turn to the relation between polar coordinates and complex exponentials.
Suppose � = � + �� has polar coordinates � and �. That is, we have � = � cos(�) and � = � sin(�).
Thus, we get the important relationship
� = � + �� = � cos(�) + �� sin(�) = �(cos(�) + � sin(�)) = �e��
.
This is so important you shouldn’t proceed without understanding. We also record it without the
intermediate equation.
� = � + �� = �e��
. (2)
Because � and � are the polar coordinates of (�, �) we call � = �e�� the polar form of �.
Let’s now verify that magnitude, argument, conjugate, multiplication and division are easy in polar
form.
Magnitude. |e��| = 1.
Proof. √
|e��
| = | cos(�) + � sin(�)| = cos2(�) + sin2
(�) = 1.
In words, this says that e�� is always on the unit circle – this is useful to remember!
Likewise, if � = �e�� then |�| = �. You can calculate this, but it should be clear from the deﬁnitions:
|�| is the distance from � to the origin, which is exactly the same deﬁnition as for �.
Argument. If � = �e�� then arg(�) = �.
Proof. This is again the deﬁnition: the argument is the polar angle �.
Conjugate. (�e��) = �e−��.
Proof.
−��
(�e��) = �(cos(�) + � sin(�)) = �(cos(�) − � sin(�)) = �(cos(−�) + � sin(−�)) = �e .
In words: complex conjugation changes the sign of the argument.
= �1e��1 and �2
Multiplication. If �1 = �2e��2 then
�1�2 = �1�2e�(�1+�2)
.
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This is what mathematicians call trivial to see, just write the multiplication down. In words, the
formula says the for �1�2 the magnitudes multiply and the arguments add.
Division. Again it’s trivial that
�1e��1 �1
e�(�1−�2)
= .
�2e��2 �2
Example 1.6. (Multiplication by 2�) Here’s a simple but important example. By looking at the graph
we see that the number 2� has magnitude 2 and argument �∕2. So in polar coordinates it equals 2e��∕2.
This means that multiplication by 2� multiplies lengths by 2 and adds �∕2 to arguments, i.e. rotates
by 90◦. The eﬀect is shown in the ﬁgures below
Re
Im
2i = 2eiπ/2
π/2
Re
Im
Re
Im
× 2i
|2�| = 2, arg(2�) = �∕2 Multiplication by 2� rotates by �∕2 and scales by 2
( √ )3
1+� 3
Example 1.7. (Raising to a power) Let’s compute (1 + �)6 and 2
√ √
2e��∕4
Solution: 1 + � has magnitude = 2 and arg = �∕4, so 1 + � = . Raising to a power is now
easy:
(√ )6
2e��∕4
= 8e6��∕4
= 8e3��∕2
(1 + �)6
= = −8�.
√ ( √ )3
Similarly,
1 + � 3
= e��∕3
, so
1 + � 3
= (1 ⋅ e��∕3
)3
= e��
= −1
2 2
1.6.3 Complexiﬁcation or complex replacement
In the next example we will illustrate the technique of complexiﬁcation or complex replacement. This
can be used to simplify a trigonometric integral. It will come in handy when we need to compute
certain integrals.
Example 1.8. Use complex replacement to compute
� =
∫
e�
cos(2�) ��.
Solution: We have Euler’s formula
2��
e = cos(2�) + � sin(2�),
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so cos(2�) = Re(e2��). The complex replacement trick is to replace cos(2�) by e2��. We get (justiﬁ-
cation below)
�� =
∫
e�
cos 2� + �e�
sin 2� ��, � = Re(��).
Computing �� is straightforward:
e�(1+2�)
�� =
∫
e�
e�2�
�� =
∫
e�(1+2�)
�� = .
1 + 2�
Here we will do the computation ﬁrst in rectangular coordinates. In applications, for example
throughout 18.03, polar form is often preferred because it is easier and gives the answer in a more
useable form.
e�(1+2�) 1 − 2�
�� = ⋅
1 + 2� 1 − 2�
e�(cos(2�) + � sin(2�))(1 − 2�)
=
5
1
= e�
(cos(2�) + 2 sin(2�) + �(−2 cos(2�) + sin(2�)))
5
So,
1
� = Re(��) = e�
(cos(2�) + 2 sin(2�)).
5
Justiﬁcation of complex replacement. The trick comes by cleverly adding a new integral to � as
follows. Let � =
∫
e�
sin(2�) ��. Then we let
�� = � + �� =
∫
e�
(cos(2�) + � sin(2�)) �� =
∫
e�
e2��
��.
Clearly, by construction, Re(��) = � as claimed above.
Alternative using polar coordinates to simplify the expression for ��:
√
In polar form, we have 1 + 2� = �e��, where � = 5 and � = arg(1 + 2�) = tan−1(2) in the ﬁrst
quadrant. Then:
e�(1+2�) e� e�
e�(2�−�)
�� = √ = √ = √ (cos(2� − �) + � sin(2� − �)).
5e�� 5 5
Thus,
e�
� = Re(��) = √ cos(2� − �).
5
1.6.4 �th roots
We are going to need to be able to ﬁnd the �th roots of complex numbers, i.e., solve equations of the
form
��
= �,
where � is a given complex number. This can be done most conveniently by expressing � and � in
polar form, � = �e�� and � = �e��. Then, upon substituting, we have to solve
��
e���
= �e��
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For the complex numbers on the left and right to be equal, their magnitudes must be the same and
their arguments can only diﬀer by an integer multiple of 2�. This gives
� = �1∕�
�� = � + 2��, where � = 0, ±1, ±2, …
Solving for �, we have
� 2��
� = + .
� �
Example 1.9. Find all 5 ﬁfth roots of 2.
Solution: For � = 2, we have � = 2 and � = 0, so the ﬁfth roots of 2 are
= 21∕5 2���∕5
�� e , where � = 0, ±1, ±2, …
Looking at the right hand side we see that for � = 5 we have 21∕5e2�� which is exactly the same as
the root when � = 0, i.e. 21∕5e0�. Likewise � = 6 gives exactly the same root as � = 1, and so on.
This means, we have 5 diﬀerent roots corresponding to � = 0, 1, 2, 3, 4.
= 21∕5
, 21∕5
e2��∕5
, 21∕5
e4��∕5
, 21∕5
e6��∕5
, 21∕5
e8��∕5
��
Similarly we can say that in general � = �e�� has � distinct �th roots:
= �1∕�
e��∕�+� 2�(�∕�)
for � = 0, 1, 2, … � − 1.
��
Example 1.10. Find the 4 fourth roots of 1.
Solution: We need to solve �4 = 1, so � = 0. So the 4 distinct fourth roots are in polar form
= 1, e��∕2
, e��
, e�3�∕2
��
and in Cartesian representation
�� = 1, �, −1, −�.
Example 1.11. Find the 3 cube roots of -1.
e� �+� 2�� , e��
, e�5�∕3
Solution: �2 = −1 = . So, �� = e� �∕3+� 2�(�∕3)
and the 3 cube roots are e��∕3
.
Since �∕3 radians is 60◦ we can simpify:
√ √
1 3 1 3
e��∕3
= cos(�∕3) + � sin(�∕3) = + � ⇒ �� = −1, ± �
2 2 2 2
Example 1.12. Find the 5 ﬁfth roots of 1 + �.
√
Solution: �5
= 1 + � = 2e�(�∕4+2��)
, for � = 0, 1, 2, …. So, the 5 ﬁfth roots are
21∕10
e��∕20
, 21∕10
e�9�∕20
, 21∕10
e�17�∕20
, 21∕10
e�25�∕20
, 21∕10
e�33�∕20
.
Using a calculator we could write these numerically as � + ��, but there is no easy simpliﬁcation.
Example 1.13. We should check that our technique works as expected for a simple problem. Find
the 2 square roots of 4.
= 4e� 2��
= 2 and 2e��
Solution: �2
. So, �� = 2e� ��
, with � = 0, 1. So the two roots are 2e0
= −2
as expected!
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1.6.5 The geometry of �th roots
Looking at the examples above we see that roots are always spaced evenly around a circle centered
at the origin. For example, the ﬁfth roots of 1 + � are spaced at increments of 2�∕5 radians around
the circle of radius 21∕5.
Note also that the roots of real numbers always come in conjugate pairs.
� �
2
1
Cube roots of -1
√
1 + �
1 3
+ � 2
�
�
−1
√
3
− �
2 2
Fifth roots of 1 + �
1.7 Inverse Euler formula
Euler’s formula gives a complex exponential in terms of sines and cosines. We can turn this around
to get the inverse Euler formulas.
Euler’s formula says:
e�� −��
= cos(�) + � sin(�) and e = cos(�) − � sin(�).
By adding and subtracting we get:
e�� + e−�� e�� − e−��
cos(�) = and sin(�) = .
2 2�
Please take note of these formulas we will use them frequently!
1.8 de Moivre’s formula
For positive integers � we have de Moivre’s formula:
(cos(�) + � sin(�))�
= cos(��) + � sin(��)
Proof. This is a simple consequence of Euler’s formula:
= (e��
)�
= e���
(cos(�) + � sin(�))�
= cos(��) + � sin(��).
The reason this simple fact has a name is that historically de Moivre stated it before Euler’s formula
was known. Without Euler’s formula there is not such a simple proof.
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1.9 Representing complex multiplication as matrix multiplication
Consider two complex numbers �1 = � + �� and �2 = � + �� and their product
�1�2 = (� + ��)(� + ��) = (�� − ��) + �(�� + ��) =∶ � (3)
Now let’s deﬁne two matrices
[ ] [ ]
� −� � −�
�1 = �2 =
� � � �
Note that these matrices store the same information as �1 and �2, respectively. Let’s compute their
matrix product
[ ] [ ] [ ]
� −� � −� �� − �� −(�� + ��)
�1�2 = = ∶= � .
� � � � �� + �� �� − ��
Comparing � just above with � in Equation 3, we see that � is indeed the matrix corresponding
to the complex number � = �1�2. Thus, we can represent any complex number � equivalently by
the matrix [ ]
Re � − Im �
� =
Im � Re �
and complex multiplication then simply becomes matrix multiplication. Further note that we can
write [ ] [ ]
1 0 0 −1
� = Re � + Im � ,
0 1 1 0
[ ]
0 −1
i.e., the imaginary unit � corresponds to the matrix
1 0
and �2 = −1 becomes
[ ] [ ] [ ]
0 −1 0 −1 1 0
= − .
1 0 1 0 0 1
Polar form (decomposition). Writing � = �e�� = �(cos � + � sin �), we ﬁnd
[ ] [ ] [ ]
cos � − sin � � 0 cos � − sin �
� = � =
sin � cos � 0 � sin � cos �
corresponding to a stretch factor � multiplied by a 2D rotation matrix. In particular, multiplication
by � corresponds to the rotation with angle � = �∕2 and � = 1.
We will not make a lot of use of the matrix representation of complex numbers, but later it will help
us remember certain formulas and facts.
1.10 The exponential function
We have Euler’s formula: e�� = cos(�) + � sin(�). We can extend this to the complex exponential
function e�.
Deﬁnition. For � = � + �� the complex exponential function is deﬁned as
e�
= e�+��
= e�
e��
= e�
(cos(�) + � sin(�)).
In this deﬁnition e� is the usual exponential function for a real variable �.
It is easy to see that all the usual rules of exponents hold:
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1. e0 = 1
2. e�1+�2 = e�1 e�2
3. (e�)� = e�� for positive integers �.
4. (e�)−1 = e−�
5. e� ≠ 0
It will turn out that the property
�e�
= e�
also holds, but we can’t prove this yet because we
��
�
haven’t deﬁned what we mean by the complex derivative .
��
Here are some more simple, but extremely important properties of e�. You should become
ﬂuent in their use and know how to prove them.
6. |e��| = 1
Proof. √
|e��
| = | cos(�) + � sin(�)| = cos2(�) + sin2
(�) = 1.
7. |e�+��| = e� (as usual � = � + �� and �, � are real).
Proof. You should be able to supply this. If not: ask a teacher or TA.
8. The path e�� for 0 < � < ∞ wraps counterclockwise around the unit circle. It does so inﬁnitely
many times. This is illustrated in the following picture.
t
0 π
4
π
2
3π
4
π 5π
4
3π
2
7π
4
2π 9π
4
5π
2
11π
4
3π 13π
4
7π
2
15π
4
4π
e0
= e2πi
= e4πi
eπi/4
= e9πi/4
eπi/2
= e5πi/2
3eπi/4
= e11πi/4
eπi
= e3πi
5eπi/4
= e13πi/4
e3πi/2
= e7πi/2
7eπi/4
= e15πi/4
z = eit
The map � → e�� wraps the real axis around the unit circle.
1.11 Complex functions as mappings
A complex function � = �(�) is hard to graph because it takes 4 dimensions: 2 for � and 2 for �. So,
to visualize them we will think of complex functions as mappings. That is we will think of � = �(�)
as taking a point in the complex �-plane and mapping (sending) it to a point in the complex �-plane.
We will use the following terms and symbols to discuss mappings.
• A function � = �(�) will also be called a mapping of � to �.
• Alternatively we will write � → � or � → �(�). This is read as “� maps to �”.
• We will say that “� is the image of � under the mapping” or more simply “� is the image of
�”.
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• If we have a set of points in the �-plane we will talk of the image of that set under the mapping.
For example, under the mapping � → �� the image of the imaginary �-axis is the real �-axis.
� → � = ��
Re(�)
Im(�)
�
Re(�)
Im(�)
−1
The image of the imaginary axis under � → ��.
Next, we’ll illustrate visualizing mappings with some examples:
Example 1.14. The mapping � = �2. We visualize this by putting the �-plane on the left and the
�-plane on the right. We then draw various curves and regions in the �-plane and the corresponding
image under �2 in the �-plane.
In the ﬁrst ﬁgure we show that rays from the origin are mapped by �2 to rays from the origin. We
see that
1. The ray �2 at �∕4 radians is mapped to the ray �(�2) at �∕2 radians.
2. The rays �2 and �6 are both mapped to the same ray. This is true for each pair of diametrically
opposed rays.
3. A ray at angle � is mapped to the ray at angle 2�.
Re(z)
Im(z)
L1
L2
L3
L4
L5
L6
L7
L8
f(L1) & f(L5)
f(L2) & f(L6)
f(L3) & f(L7)
f(L4) & f(L8)
z 7→ w = z2
�(�) = �2 maps rays from the origin to rays from the origin.
The next ﬁgure gives another view of the mapping. Here we see vertical stripes in the ﬁrst quadrant
are mapped to parabolic stripes that live in the ﬁrst and second quadrants.
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Re(z)
Im(z)
0.5 1 2 3 4
0.5
1
2
3
4
Re(w)
Im(w)
1 2 4 6 8
8 10 12 14 16
8
16
24
32
z 7→ w = z2
�2 = (�2 − �2) + �2�� maps vertical lines to left facing parabolas.
The next ﬁgure is similar to the previous one, except in this ﬁgure we look at vertical stripes in
both the ﬁrst and second quadrants. We see that they map to parabolic stripes that live in all four
quadrants.
Re(z)
Im(z)
0.5 1 2 3 4
−1
−2
−3
−4
Re(w)
Im(w)
1 2 4 6 8
8 10 12 14 16
8
16
24
32
z 7→ w = z2
�(�) = �2 maps the ﬁrst two quadrants to the entire plane.
The next ﬁgure shows the mapping of stripes in the ﬁrst and fourth quadrants. The image map is
identical to the previous ﬁgure. This is because the fourth quadrant is minus the second quadrant,
but �2 = (−�)2.
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Re(z)
Im(z)
0.5 1 2 3 4
Re(w)
Im(w)
1 2 4 6 8
8 10 12 14 16
8
16
24
32
z 7→ w = z2
Vertical stripes in quadrant 4 are mapped identically to vertical stripes in quadrant 2.
Re(z)
Im(z)
Re(w)
Im(w)
z 7→ w = z2
Simpliﬁed view of the ﬁrst quadrant being mapped to the ﬁrst two quadrants.
Re(z)
Im(z)
Re(z)
Im(z)
z 7→ w = z2
Simpliﬁed view of the ﬁrst two quadrants being mapped to the entire plane.
Example 1.15. The mapping � = e�. Here we present a series of plots showing how the exponential
function maps � to �.
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Re(z)
Im(z)
×
×
×
×
0 1 2
−1
πi/2
2πi 1 + 2πi
1 + πi/2
Re(w)
Im(w)
1
×
e1
e2
×
z 7→ w = ez
Notice that vertical lines are mapped to circles and horizontal lines to rays from the origin.
The next four ﬁgures all show essentially the same thing: the exponential function maps horizontal
stripes to circular sectors. Any horizontal stripe of width 2� gets mapped to the entire plane minus
the origin,
Because the plane minus the origin comes up frequently we give it a name:
Deﬁnition. The punctured plane is the complex plane minus the origin. In symbols we can write it
as � − {0} or �∕{0}.
Re(z)
Im(z)
0 1 2
−1
πi/2
2πi
πi
−πi
Re(w)
Im(w)
1 e1
e2
z 7→ w = ez
The horizontal strip 0 ≤ � < 2� is mapped to the punctured plane
Re(z)
Im(z)
0 1 2
−1
πi/2
2πi
πi
−πi
Re(w)
Im(w)
1 e1
e2
z 7→ w = ez
The horizontal strip −� < � ≤ � is mapped to the punctured plane
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Im(z)
0
πi
2πi
Re(w)
Im(w)
z 7→ w  = ez
Re(z)
Im(z)
0
πi
−πi
Re(w)
Im(w)
z 7→ w = ez
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Simpliﬁed view showing e� maps the horizontal stripe 0 ≤ � < 2� to the punctured plane.
Simpliﬁed view showing e� maps the horizontal stripe −� < � ≤ � to the punctured plane.
1.12 The function arg(�)
1.12.1 Many-to-one functions
The function �(�) = �2 maps ±� to the same value, e.g. �(2) = �(−2) = 4. We say that �(�) is a
2-to-1 function. That is, it maps 2 diﬀerent points to each value. (Technically, it only maps one point
to 0, but we will gloss over that for now.) Here are some other examples of many-to-one functions.
Example 1.16. � = �3 is a 3-to-1 function. For example, 3 diﬀerent � values get mapped to � = 1:
( √ )3 ( √ )3
−1 + 3 � −1 − 3 �
13
= = = 1
2 2
Example 1.17. The function � = e� maps inﬁnitely many points to each value. For example
0 2�� 4�� 2���
e = e = e = … = e = … = 1
e��∕2
= e��∕2+2��
= e��∕2+4��
= … = e��∕2+2���
= … = �
In general, e�+2��� has the same value for every integer �.
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arg = 0
arg  = π/4
arg = π/2
arg = 3π/4
arg = π
arg = 5π/4
arg = 3π/2
arg = 7π/4
arg ≈ 2π
arg ≈ π
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1.12.2 Branches of arg(�)
Important note. You should master this section. Branches of arg(�) are the key that really underlies
all our other examples. Fortunately it is reasonably straightforward.
The key point is that the argument is only deﬁned up to multiples of 2�� so every � produces inﬁnitely
many values for arg(�). Because of this we will say that arg(�) is a multiple-valued function.
Note. In general a function should take just one value. What that means in practice is that whenever
we use such a function will have to be careful to specify which of the possible values we mean. This
is known as specifying a branch of the function.
Deﬁnition. By a branch of the argument function we mean a choice of range so that it becomes
single-valued. By specifying a branch we are saying that we will take the single value of arg(�) that
lies in the branch.
Let’s look at several diﬀerent branches to understand how they work:
(i) If we specify the branch as 0 ≤ arg(�) < 2� then we have the following arguments.
arg(1) = 0; arg(�) = �∕2; arg(−1) = �; arg(−�) = 3�∕2
This branch and these points are shown graphically in Figure (i) below.
Figure (i): The branch 0 ≤ arg(�) < 2� of arg(�).
Notice that if we start at � = 1 on the positive real axis we have arg(�) = 0. Then arg(�) increases
as we move counterclockwise around the circle. The argument is continuous until we get back to the
positive real axis. There it jumps from almost 2� back to 0.
There is no getting around (no pun intended) this discontinuity. If we need arg(�) to be continuous
we will need to remove (cut) the points of discontinuity out of the domain. The branch cut for this
branch of arg(�) is shown as a thick orange line in the ﬁgure. If we make the branch cut then the
domain for arg(�) is the plane minus the cut, i.e. we will only consider arg(�) for � not on the cut.
For future reference you should note that, on this branch, arg(�) is continuous near the negative real
axis, i.e. the arguments of nearby points are close to each other.
(ii) If we specify the branch as −� < arg(�) ≤ � then we have the following arguments:
arg(1) = 0; arg(�) = �∕2; arg(−1) = �; arg(−�) = −�∕2
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y
arg = 0
arg  = π/4
arg = π/2
arg = 3π/4
arg = π
arg = −3π/4
arg = −π/2
arg = −π/4
arg ≈ 0
arg ≈ −π
x
y
arg = 2π
arg = π/4
arg = π/2
arg = 3π/4
arg = π
arg = 5π/4
arg = 3π/2
arg = 7π/4
arg ≈ 2π
arg ≈ π
arg ≈ 9π/4
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This branch and these points are shown graphically in Figure (ii) below.
Figure (ii): The branch −� < arg(�) ≤ � of arg(�).
Compare Figure (ii) with Figure (i). The values of arg(�) are the same in the upper half plane, but
in the lower half plane they diﬀer by 2�.
For this branch the branch cut is along the negative real axis. As we cross the branch cut the value
of arg(�) jumps from � to something close to −�.
(iii) Figure (iii) shows the branch of arg(�) with �∕4 ≤ arg(�) < 9�∕4.
Figure (iii): The branch �∕4 ≤ arg(�) < 9�∕4 of arg(�).
Notice that on this branch arg(�) is continuous at both the positive and negative real axes. The jump
of 2� occurs along the ray at angle �∕4.
(iv) Obviously, there are many many possible branches. For example,
42 < arg(�) ≤ 42 + 2�.
(v) We won’t make use of this in 18.04, but, in fact, the branch cut doesn’t have to be a straight line.
Any curve that goes from the origin to inﬁnity will do. The argument will be continuous except for
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a jump by 2� when � crosses the branch cut.
1.12.3 The principal branch of arg(�)
Branch (ii) in the previous section is singled out and given a name:
Deﬁnition. The branch −� < arg(�) ≤ � is called the principal branch of arg(�). We will use the
notation Arg(�) (capital A) to indicate that we are using the principal branch. (Of course, in cases
where we don’t want there to be any doubt we will say explicitly that we are using the principal
branch.)
1.12.4 Continuity of arg(�)
The examples above show that there is no getting around the jump of 2� as we cross the branch cut.
This means that when we need arg(�) to be continuous we will have to restrict its domain to the plane
minus a branch cut.
1.13 Concise summary of branches and branch cuts
We discussed branches and branch cuts for arg(�). Before talking about log(�) and its branches and
branch cuts we will give a short review of what these terms mean. You should probably scan this
section now and then come back to it after reading about log(�).
Consider the function � = �(�). Suppose that � = � + �� and � = � + ��.
Domain. The domain of � is the set of � where we are allowed to compute �(�).
Range. The range (image) of � is the set of all �(�) for � in the domain, i.e. the set of all � reached
by �.
Branch. For a multiple-valued function, a branch is a choice of range for the function. We choose
the range to exclude all but one possible value for each element of the domain.
Branch cut. A branch cut removes (cuts) points out of the domain. This is done to remove points
where the function is discontinuous.
1.14 The function log(�)
Our goal in this section is to deﬁne the log function. We want log(�) to be the inverse of e�. That
is, we want elog(�) = �. We will see that log(�) is multiple-valued, so when we use it we will have to
specify a branch.
We start by looking at the simplest example which illustrates that log(�) is multiple-valued.
Example 1.18. Find log(1).
Solution: We know that e0 = 1, so log(1) = 0 is one answer.
We also know that e2�� = 1, so log(1) = 2�� is another possible answer. In fact, we can choose any
multiple of 2��:
log(1) = 2���, where � is any integer
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This example leads us to consider the polar form for � as we try to deﬁne log(�). If � = �e�� then
one possible value for log(�) is
log(�) = log(�e��
) = log(�) + ��,
here log(�) is the usual logarithm of a real positive number. For completeness we show explicitly
that with this deﬁnition elog(�) = �:
log(�) log(�)+�� log(�)
e��
= �e��
e = e = e = �.
Since � = |�| and � = arg(�) we have arrived at our deﬁnition.
Deﬁnition. The function log(�) is deﬁned as
log(�) = log(|�|) + � arg(�),
where log(|�|) is the usual natural logarithm of a positive real number.
Remarks.
1. Since arg(�) has inﬁnitely many possible values, so does log(�).
2. log(0) is not deﬁned. (Both because arg(0) is not deﬁned and log(|0|) is not deﬁned.)
3. Choosing a branch for arg(�) makes log(�) single valued. The usual terminology is to say we
have chosen a branch of the log function.
4. The principal branch of log comes from the principal branch of arg. That is,
log(�) = log(|�|) + � arg(�), where − � < arg(�) ≤ � (principal branch).
Example 1.19. Compute all the values of log(�). Specify which one comes from the principal
branch.
�
Solution: We have that |�| = 1 and arg(�) = + 2��, so
2
� �
log(�) = log(1) + �
2
+ �2�� = �
2
+ �2��, where � is any integer.
The principal branch of arg(�) is between −� and �, so Arg(�) = �∕2. Therefore, the value of log(�)
from the principal branch is ��∕2.
√
Example 1.20. Compute all the values of log(−1 − 3 �). Specify which one comes from the
principal branch.
√
Solution: Let � = −1 − 3 �. Then |�| = 2 and in the principal branch Arg(�) = −2�∕3. So all the
values of log(�) are
2�
log(�) = log(2) − � + �2��.
3
The value from the principal branch is log(�) = log(2) − �2�∕3.
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1.14.1 Figures showing � = log(�) as a mapping
The ﬁgures below show diﬀerent aspects of the mapping given by log(�).
In the ﬁrst ﬁgure we see that a point � is mapped to (inﬁnitely) many values of �. In this case we
show log(1) (blue dots), log(4) (red dots), log(�) (blue cross), and log(4�) (red cross). The values in
the principal branch are inside the shaded region in the �-plane. Note that the values of log(�) for a
given � are placed at intervals of 2�� in the �-plane.
Re(z)
Im(z)
×
×
1 2 4
2
4
Re(w)
Im(w)
× ×
× ×
× ×
× ×
−4π
−4
−2π
−2
2π
2
4π
4
π
−π
z 7→ w = log(z)
z = ew
←w
Mapping log(�): log(1), log(4), log(�), log(4�)
The next ﬁgure illustrates that the principal branch of log maps the punctured plane to the horizontal
strip −� < Im(�) ≤ �. We again show the values of log(1), log(4), log(�) and log(4�). Since we’ve
chosen a branch, there is only one value shown for each log.
Re(z)
Im(z)
×
×
1 2 4
2
4
Re(w)
Im(w)
× ×
−4π
−4
−2π
−2
2π
2
4π
4
π
−π
z 7→ w = log(z)
z = ew
←w
Mapping log(�): the principal branch and the punctured plane
The third ﬁgure shows how circles centered on 0 are mapped to vertical lines, and rays from the
origin are mapped to horizontal lines. If we restrict ourselves to the principal branch the circles are
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mapped to vertical line segments and rays to a single horizontal line in the principal (shaded) region
of the �-plane.
Re(z)
Im(z)
2 4
2
4
Re(w)
Im(w)
−4π
−4
−2π
−2
2π
2
4π
4
π
−π
z 7→ w = log(z)
z = ew
←w
Mapping log(�): mapping circles and rays
1.14.2 Complex powers
We can use the log function to deﬁne complex powers.
Deﬁnition. Let � and � be complex numbers then the power �� is deﬁned as
��
= e� log(�)
.
This is generally multiple-valued, so to specify a single value requires choosing a branch of log(�).
√
Example 1.21. Compute all the values of 2�. Give the value associated to the principal branch of
log(�).
Solution: We have �� �
log(2�) = log(2e 2 ) = log(2) + � + �2��.
2
So, √ log(2�) log(2)
+�� √ ��
2� = (2�)1∕2 +��� +���
= e 2 = e 2 4 = 2e 4 .
(As usual � is an integer.) As we saw earlier, this only gives two distinct values. The principal branch
has Arg(2�) = �∕2, so ( )
√ √ �� √ (1 + �)
2� = 2e 4 = 2 √ = 1 + �.
2
The other distinct value is when � = 1 and gives minus the value just above.
Example 1.22. Cube roots: Compute all the cube roots of �. Give the value which comes from the
principal branch of log(�).
�
Solution: We have log(�) = � + �2��, where � is any integer. So,
2
log(�) 2��
�1∕3 ��
+�
= e 3 = e 6 3
 


	24. 1 COMPLEX ALGEBRA  AND THE COMPLEX PLANE 24
This gives only three distinct values
e��∕6
, e�5�∕6
, e�9�∕6
�
On the principal branch log(�) = � , so the value of �1∕3 which comes from this is
2
√
e��∕6 3 �
= +
2
.
2
Example 1.23. Compute all the values of 1�. What is the value from the principal branch?
Solution: This is similar to the problems above. log(1) = 2���, so
1�
= e� log(1)
= e�2��� −2��
= e , where � is an integer.
The principal branch has log(1) = 0 so 1� = 1.
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2.1  Introduction
The main goal of this topic is to deﬁne and give some of the important properties of complex analytic
functions. A function �(�) is analytic if it has a complex derivative �′(�). In general, the rules for
computing derivatives will be familiar to you from single variable calculus. However, a much richer
set of conclusions can be drawn about a complex analytic function than is generally true about real
diﬀerentiable functions.
2.2 The derivative: preliminaries
In calculus we deﬁned the derivative as a limit. In complex analysis we will do the same.
Δ� �(� + Δ�) − �(�)
�′
(�) = lim = lim .
Δ�→0 Δ� Δ�→0 Δ�
Before giving the derivative our full attention we are going to have to spend some time exploring
and understanding limits. To motivate this we’ll ﬁrst look at two simple examples – one positive and
one negative.
Example 2.1. Find the derivative of �(�) = �2.
Solution: We compute using the deﬁnition of the derivative as a limit.
(� + Δ�)2 − �2 �2 + 2�Δ� + (Δ�)2 − �2
lim = lim = lim 2� + Δ� = 2�.
Δ�→0 Δ� Δ�→0 Δ� Δ�→0
That was a positive example. Here’s a negative one which shows that we need a careful understanding
of limits.
Example 2.2. Let �(�) = �. Show that the limit for �′(0) does not converge.
Solution: Let’s try to compute �′(0) using a limit:
�(Δ�) − �(0) Δ� Δ� − �Δ�
�′
(0) = lim = lim = .
Δ�→0 Δ� Δ�→0 Δ� Δ� + �Δ�
Here we used Δ� = Δ� + �Δ�.
Now, Δ� → 0 means both Δ� and Δ� have to go to 0. There are lots of ways to do this. For example,
if we let Δ� go to 0 along the �-axis then, Δ� = 0 while Δ� goes to 0. In this case, we would have
�′
(0) = lim
Δ�
= 1.
Δ�→0 Δ�
On the other hand, if we let Δ� go to 0 along the positive �-axis then
−�Δ�
�′
(0) = lim = −1.
Δ�→0 �Δ�
1
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The limits don’t agree! The problem is that the limit depends on how Δ� approaches 0. If we came
from other directions we’d get other values. There’s nothing to do, but agree that the limit does not
exist.
Well, there is something we can do: explore and understand limits. Let’s do that now.
2.3 Open disks, open deleted disks, open regions
Deﬁnition. The open disk of radius � around �0 is the set of points � with |�−�0| < �, i.e. all points
within distance � of �0.
The open deleted disk of radius � around �0 is the set of points � with 0 < |� − �0| < �. That is, we
remove the center �0 from the open disk. A deleted disk is also called a punctured disk.
z0
r
z0
r
Left: an open disk around �0; right: a deleted open disk around �0
Deﬁnition. An open region in the complex plane is a set � with the property that every point in �
can be be surrounded by an open disk that lies entirely in �. We will often drop the word open and
simply call � a region.
In the ﬁgure below, the set � on the left is an open region because for every point in � we can draw
a little circle around the point that is completely in �. (The dashed boundary line indicates that the
boundary of � is not part of �.) In contrast, the set � is not an open region. Notice the point �
shown is on the boundary, so every disk around � contains points outside �.
Left: an open region �; right: � is not an open region
2.4 Limits and continuous functions
Deﬁnition. If �(�) is deﬁned on a punctured disk around �0 then we say
lim �(�) = �0
�→�0
if �(�) goes to �0 no matter what direction � approaches �0.
The ﬁgure below shows several sequences of points that approach �0. If lim �(�) = �0 then �(�)
�→�0
must go to �0 along each of these sequences.
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Sequences going to �0 are mapped to sequences going to �0.
Example 2.3. Many functions have obvious limits. For example:
lim �2
= 4
�→2
and
lim(�2
+ 2)∕(�3
+ 1) = 6∕9.
�→2
Here is an example where the limit doesn’t exist because diﬀerent sequences give diﬀerent limits.
Example 2.4. (No limit) Show that
� � + ��
lim = lim
�→0 � �→0 � − ��
does not exist.
Solution: On the real axis we have
� �
= = 1,
� �
so the limit as � → 0 along the real axis is 1.
By contrast, on the imaginary axis we have
� ��
= = −1,
� −��
so the limit as � → 0 along the imaginary axis is -1. Since the two limits do not agree the limit as
� → 0 does not exist!
2.4.1 Properties of limits
We have the usual properties of limits. Suppose
lim �(�) = �1 and lim �(�) = �2
�→�0 �→�0
then
• lim �(�) + �(�) = �1 + �2.
�→�0
• lim �(�)�(�) = �1 ⋅ �2.
�→�0
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• If �2 ≠ 0 then lim �(�)∕�(�) = �1∕�2
�→�0
• If ℎ(�) is continuous and deﬁned on a neighborhood of �1 then lim ℎ(�(�)) = ℎ(�1)
�→�0
(Note: we will give the oﬃcial deﬁnition of continuity in the next section.)
We won’t give a proof of these properties. As a challenge, you can try to supply it using the formal
deﬁnition of limits given in the appendix.
We can restate the deﬁnition of limit in terms of functions of (�, �). To this end, let’s write
�(�) = �(� + ��) = �(�, �) + ��(�, �)
and abbreviate
� = (�, �), �0 = (�0, �0), �0 = �0 + ��0.
Then {
lim�→�0
�(�, �) = �0
lim �(�) = �0 iﬀ
�→�0 lim�→�0
�(�, �) = �0.
Note. The term ‘iﬀ’ stands for ‘if and only if’ which is another way of saying ‘is equivalent to’.
2.4.2 Continuous functions
A function is continuous if it doesn’t have any sudden jumps. This is the gist of the following
deﬁnition.
Deﬁnition. If the function �(�) is deﬁned on an open disk around �0 and lim �(�) = �(�0) then we
�→�0
say � is continuous at �0. If � is deﬁned on an open region � then the phrase ‘� is continuous on
�’ means that � is continuous at every point in �.
As usual, we can rephrase this in terms of functions of (�, �):
Fact. �(�) = �(�, �) + ��(�, �) is continuous iﬀ �(�, �) and �(�, �) are continuous as functions of
two variables.
Example 2.5. (Some continuous functions)
(i) A polynomial
�(�) = �0 + �1� + �2�2
+ … + ����
is continuous on the entire plane. Reason: it is clear that each power (� + ��)� is continuous as a
function of (�, �).
(ii) The exponential function is continuous on the entire plane. Reason:
e�
= e�+��
= e�
cos(�) + �e�
sin(�).
So the both the real and imaginary parts are clearly continuous as a function of (�, �).
(iii) The principal branch Arg(�) is continuous on the plane minus the non-positive real axis. Reason:
this is clear and is the reason we deﬁned branch cuts for arg. We have to remove the negative real
axis because Arg(�) jumps by 2� when you cross it. We also have to remove � = 0 because Arg(�)
is not even deﬁned at 0.
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(iv) The principal branch of the function log(�) is continuous on the plane minus the non-positive
real axis. Reason: the principal branch of log has
log(�) = log(�) + � Arg(�).
So the continuity of log(�) follows from the continuity of Arg(�).
2.4.3 Properties of continuous functions
Since continuity is deﬁned in terms of limits, we have the following properties of continuous func-
tions.
Suppose �(�) and �(�) are continuous on a region �. Then
• �(�) + �(�) is continuous on �.
• �(�)�(�) is continuous on �.
• �(�)∕�(�) is continuous on � except (possibly) at points where �(�) = 0.
• If ℎ is continuous on �(�) then ℎ(�(�)) is continuous on �.
Using these properties we can claim continuity for each of the following functions:
• e�2
• cos(�) = (e�� + e−��)∕2
• If �(�) and �(�) are polynomials then �(�)∕�(�) is continuous except at roots of �(�).
2.5 The point at inﬁnity
By deﬁnition the extended complex plane = � ∪ {∞}. That is, we have one point at inﬁnity to be
thought of in a limiting sense described as follows.
A sequence of points {��} goes to inﬁnity if |��| goes to inﬁnity. This “point at inﬁnity” is approached
in any direction we go. All of the sequences shown in the ﬁgure below are growing, so they all go
to the (same) “point at inﬁnity”.
Various sequences all going to inﬁnity.
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If we draw a large circle around 0 in the plane, then we call the region outside this circle a neigh-
borhood of inﬁnity.
R
Re(z)
Im(z)
The shaded region outside the circle of radius � is a neighborhood of inﬁnity.
2.5.1 Limits involving inﬁnity
The key idea is 1∕∞ = 0. By this we mean
1
lim = 0
�→∞ �
We then have the following facts:
• lim �(�) = ∞ ⇔ lim 1∕�(�) = 0
�→�0 �→�0
• lim �(�) = �0 ⇔ lim �(1∕�) = �0
�→∞ �→0
• lim �(�) = ∞ ⇔ lim
1
= 0
�→∞ �→0 �(1∕�)
Example 2.6. lim e�
is not deﬁned because it has diﬀerent values if we go to inﬁnity in diﬀerent
�→∞
= e�e�� and
directions, e.g. we have e�
e�
e��
lim = 0
�→−∞
e�
e��
lim = ∞
�→+∞
lim e�
e��
is not deﬁned, since � is constant, so e�
e��
loops in a circle indeﬁnitely.
�→+∞
Example 2.7. Show lim ��
= ∞ (for � a positive integer).
�→∞
Solution: We need to show that |��| gets large as |�| gets large. Write � = ����, then
|��
| = |��
����
| = ��
= |�|�
2.5.2 Stereographic projection from the Riemann sphere
This is a lovely section and we suggest you read it. However it will be a while before we use it in
18.04.
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One way to visualize the point at ∞ is by using a (unit) Riemann sphere and the associated stereo-
graphic projection. The ﬁgure below shows a sphere whose equator is the unit circle in the complex
plane.
Stereographic projection from the sphere to the plane.
Stereographic projection from the sphere to the plane is accomplished by drawing the secant line
from the north pole � through a point on the sphere and seeing where it intersects the plane. This
gives a 1-1 correspondence between a point on the sphere � and a point in the complex plane �. It
is easy to see show that the formula for stereographic projection is
� �
� = (�, �, �) → � = + � .
1 − � 1 − �
The point � = (0, 0, 1) is special, the secant lines from � through � become tangent lines to the
sphere at � which never intersect the plane. We consider � the point at inﬁnity.
In the ﬁgure above, the region outside the large circle through the point � is a neighborhood of
inﬁnity. It corresponds to the small circular cap around � on the sphere. That is, the small cap
around � is a neighborhood of the point at inﬁnity on the sphere!
The ﬁgure below shows another common version of stereographic projection. In this ﬁgure the
sphere sits with its south pole at the origin. We still project using secant lines from the north pole.
2.6 Derivatives
The deﬁnition of the complex derivative of a complex function is similar to that of a real derivative
of a real function: For a function �(�) the derivative � at �0 is deﬁned as
�(�) − �(�0)
�′
(�0) = lim
�→�0 � − �0
Provided, of course, that the limit exists. If the limit exists we say � is analytic at �0 or � is diﬀer-
entiable at �0.
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Remember: The limit has to exist and be the same no matter how you approach �0!
If � is analytic at all the points in an open region � then we say � is analytic on �.
As usual with derivatives there are several alternative notations. For example, if � = �(�) we can
write
�� �(�) − �(�0) Δ�
|
�′
(�0) = = lim = lim
�� �→�0 � − �0 Δ�→0 Δ�
|�0
Example 2.8. Find the derivative of �(�) = �2.
Solution: We did this above in Example 2.1. Take a look at that now. Of course, �′(�) = 2�.
Example 2.9. Show �(�) = � is not diﬀerentiable at any point �.
Solution: We did this above in Example 2.2. Take a look at that now.
Challenge. Use polar coordinates to show the limit in the previous example can be any value with
modulus 1 depending on the angle at which � approaches �0.
2.6.1 Derivative rules
It wouldn’t be much fun to compute every derivative using limits. Fortunately, we have the same
diﬀerentiation formulas as for real-valued functions. That is, assuming � and � are diﬀerentiable we
have:
�
• Sum rule: (�(�) + �(�)) = �′
+ �′
��
�
• Product rule: (�(�)�(�)) = �′
� + ��′
��
� �′� − ��′
• Quotient rule: (�(�)∕�(�)) =
�� �2
�
• Chain rule: �(�(�)) = �′
(�(�))�′
(�)
��
1
• Inverse rule:
��−1(�)
=
�� �′(�−1(�))
To give you the ﬂavor of these arguments we’ll prove the product rule.
� �(�)�(�) − �(�0)�(�0)
(�(�)�(�)) = lim
�� �→�0 � − �0
(�(�) − �(�0))�(�) + �(�0)(�(�) − �(�0))
= lim
�→�0 � − �0
�(�) − �(�0) (�(�) − �(�0))
= lim �(�) + �(�0)
�→�0 � − �0 � − �0
= �′
(�0)�(�0) + �(�0)�′
(�0)
Here is an important fact that you would have guessed. We will prove it in the next section.
Theorem. If �(�) is deﬁned and diﬀerentiable on an open disk and �′(�) = 0 on the disk then �(�)
is constant.
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2.7 Cauchy-Riemann equations
The Cauchy-Riemann equations are our ﬁrst consequence of the fact that the limit deﬁning �(�) must
be the same no matter which direction you approach � from. The Cauchy-Riemann equations will
be one of the most important tools in our toolbox.
2.7.1 Partial derivatives as limits
Before getting to the Cauchy-Riemann equations we remind you about partial derivatives. If �(�, �)
is a function of two variables then the partial derivatives of � are deﬁned as
�� �(� + Δ�, �) − �(�, �)
(�, �) = lim ,
�� Δ�→0 Δ�
i.e. the derivative of � holding � constant.
�� �(�, � + Δ�) − �(�, �)
(�, �) = lim ,
�� Δ�→0 Δ�
i.e. the derivative of � holding � constant.
2.7.2 The Cauchy-Riemann equations
The Cauchy-Riemann equations use the partial derivatives of � and � to allow us to do two things:
ﬁrst, to check if � has a complex derivative and second, to compute that derivative. We start by
stating the equations as a theorem.
Theorem 2.10. (Cauchy-Riemann equations) If �(�) = �(�, �) + ��(�, �) is analytic (complex dif-
ferentiable) then
�� �� �� ��
�′
(�) = + � = − �
�� �� �� ��
In particular,
�� ��
and
��
= −
��
= .
�� �� �� ��
This last set of partial diﬀerential equations is what is usually meant by the Cauchy-Riemann equa-
tions.
Here is the short form of the Cauchy-Riemann equations:
�� = ��
�� = −��
Proof. Let’s suppose that �(�) is diﬀerentiable in some region � and
�(�) = �(� + ��) = �(�, �) + ��(�, �).
We’ll compute �′(�) by approaching � ﬁrst from the horizontal direction and then from the vertical
direction. We’ll use the formula
�(� + Δ�) − �(�)
�′
(�) = lim ,
Δ�→0 Δ�
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where Δ� = Δ� + �Δ�.
Horizontal direction: Δ� = 0, Δ� = Δ�
�(� + Δ�) − �(�)
�′
(�) = lim
Δ�→0 Δ�
�(� + Δ� + ��) − �(� + ��)
= lim
Δ�→0 Δ�
(�(� + Δ�, �) + ��(� + Δ�, �)) − (�(�, �) + ��(�, �))
= lim
Δ�→0 Δ�
�(� + Δ�, �) − �(�, �) �(� + Δ�, �) − �(�, �)
= lim + �
Δ�→0 Δ� Δ�
�� ��
= (�, �) + � (�, �)
�� ��
Vertical direction: Δ� = 0, Δ� = �Δ� (We’ll do this one a little faster.)
�(� + Δ�) − �(�)
�′
(�) = lim
Δ�→0 Δ�
(�(�, � + Δ�) + ��(�, � + Δ�)) − (�(�, �) + ��(�, �))
= lim
Δ�→0 �Δ�
�(�, � + Δ�) − �(�, �) �(�, � + Δ�) − �(�, �)
= lim + �
Δ�→0 �Δ� �Δ�
1 ��
= (�, �) +
��
(�, �)
� �� ��
�� ��
= (�, �) − � (�, �)
�� ��
We have found two diﬀerent representations of �′(�) in terms of the partials of � and �. If put them
together we have the Cauchy-Riemann equations:
�� �� �� �� �� ��
−
�� ��
�′
(�) = + � = − � ⇒ = , and = .
�� �� �� �� �� �� �� ��
It turns out that the converse is true and will be very useful to us.
Theorem. Consider the function �(�) = �(�, �) + ��(�, �) deﬁned on a region �. If � and � satisfy
the Cauchy-Riemann equations and have continuous partials then �(�) is diﬀerentiable on �.
The proof of this is a tricky exercise in analysis. It is somewhat beyond the scope of this class, so
we will skip it. If you’re interested, with a little eﬀort you should be able to grasp it.
2.7.3 Using the Cauchy-Riemann equations
The Cauchy-Riemann equations provide us with a direct way of checking that a function is diﬀeren-
tiable and computing its derivative.
Example 2.11. Use the Cauchy-Riemann equations to show that e� is diﬀerentiable and its derivative
is e�.
= e�+��
Solution: We write e� = e� cos(�) + �e� sin(�). So
�(�, �) = e�
cos(�) and �(�, �) = e�
sin(�).
 


	35. 2 ANALYTIC FUNCTIONS  11
Computing partial derivatives we have
�� = e�
cos(�), �� = −e�
sin(�)
�� = e�
sin(�), �� = e�
cos(�)
We see that �� = �� and �� = −��, so the Cauchy-Riemann equations are satisﬁed. Thus, e� is
diﬀerentiable and
�
e�
= �� + ��� = e�
cos(�) + �e�
sin(�) = e�
.
��
Example 2.12. Use the Cauchy-Riemann equations to show that �(�) = � is not diﬀerentiable.
Solution: �(� + ��) = � − ��, so �(�, �) = �, �(�, �) = −�. Taking partial derivatives
�� = 1, �� = 0, �� = 0, �� = −1
Since �� ≠ �� the Cauchy-Riemann equations are not satisﬁed and therefore � is not diﬀerentiable.
Theorem. If �(�) is diﬀerentiable on a disk and �′(�) = 0 on the disk then �(�) is constant.
Proof. Since � is diﬀerentiable and �′(�) ≡ 0, the Cauchy-Riemann equations show that
��(�, �) = ��(�, �) = ��(�, �) = ��(�, �) = 0
We know from multivariable calculus that a function of (�, �) with both partials identically zero is
constant. Thus � and � are constant, and therefore so is �.
2.7.4 �′(�) as a 2 × 2 matrix
Recall that we could represent a complex number � + �� as a 2 × 2 matrix
[ ]
� −�
� + �� ↔ . (1)
� �
Now if we write �(�) in terms of (�, �) we have
�(�) = �(� + ��) = �(�, �) + ��(�, �) ↔ �(�, �) = (�(�, �), �(�, �)).
We have
�′
(�) = �� + ���,
so we can represent �′(�) as [ ]
�� −��
.
�� ��
Using the Cauchy-Riemann equations we can replace −�� by �� and �� by �� which gives us the
representation [ ]
�� ��
�′
(�) ↔ ,
�� ��
i.e, �′(�) is just the Jacobian of �(�, �).
For me, it is easier to remember the Jacobian than the Cauchy-Riemann equations. Since �′(�) is a
complex number I can use the matrix representation in Equation 1 to remember the Cauchy-Riemann
equations!
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2.8 Cauchy-Riemann all the way down
We’ve deﬁned an analytic function as one having a complex derivative. The following theorem
′
shows that if � is analytic then so is � . Thus, there are derivatives all the way down!
Theorem 2.13. Assume the second order partials of � and � exist and are continuous. If �(�) = �+��
is analytic, then so is �′(�).
Proof. To show this we have to prove that �′(�) satisﬁes the Cauchy-Riemann equations. If � = �+��
we know
′
�� = ��, �� = −��, � = �� + ���.
Let’s write
′
� = � + �� ,
so, by Cauchy-Riemann,
� = �� = ��, � = �� = −��. (2)
We want to show that �� = �� and �� = −��. We do them one at a time.
To prove �� = ��, we use Equation 2 to see that
�� = ��� and �� = ���.
Since ��� = ���, we have �� = ��.
Similarly, to show �� = −��, we compute
�� = ��� and �� = −���.
So, �� = −��. QED.
Technical point. We’ve assumed as many partials as we need. So far we can’t guarantee that all the
partials exist. Soon we will have a theorem which says that an analytic function has derivatives of
all order. We’ll just assume that for now. In any case, in most examples this will be obvious.
2.9 Gallery of functions
In this section we’ll look at many of the functions you know and love as functions of �. For each
one we’ll have to do three things.
1. Deﬁne how to compute it.
2. Specify a branch (if necessary) giving its range.
3. Specify a domain (with branch cut if necessary) where it is analytic.
4. Compute its derivative.
Most often, we can compute the derivatives of a function using the algebraic rules like the quotient
rule. If necessary we can use the Cauchy-Riemann equations or, as a last resort, even the deﬁnition
of the derivative as a limit.
Before we start on the gallery we deﬁne the term “entire function”.
Deﬁnition. A function that is analytic at every point in the complex plane is called an entire function.
We will see that e�, ��, sin(�) are all entire functions.
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2.9.1 Gallery of functions, derivatives and properties
The following is a concise list of a number of functions and their complex derivatives. None of
the derivatives will surprise you. We also give important properties for some of the functions. The
proofs for each follow below.
1. �(�) = e�
= e�
cos(�) + �e�
sin(�).
Domain = all of � (� is entire).
�′(�) = e�.
2. �(�) ≡ � (constant)
Domain = all of � (� is entire).
�′(�) = 0.
3. �(�) = �� (� an integer ≥ 0)
Domain = all of � (� is entire).
�′(�) = ���−1.
4. �(�) (polynomial)
A polynomial has the form �(�) = ���� + ��−1��−1 + … + �0.
Domain = all of � (�(�) is entire).
�′(�) = �����−1 + (� − 1)��−1��−1 + … + 2�2� + �1.
5. �(�) = 1∕�
Domain = � − {0} (the punctured plane).
�′(�) = −1∕�2.
6. �(�) = �(�)∕�(�) (rational function).
When � and � are polynomials �(�)∕�(�) is called a rational function.
If we assume that � and � have no common roots, then:
Domain = � − {roots of �}
� ′� − ��′
�′
(�) = .
�2
7. sin(�), cos(�)
e�� + e−�� e�� − e−��
Deﬁnition. cos(�) = , sin(�) =
2 2�
(By Euler’s formula we know this is consistent with cos(�) and sin(�) when � = � is real.)
Domain: these functions are entire.
� cos(�)
= − sin(�),
��
� sin(�)
= cos(�).
��
Other key properties of sin and cos:
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- cos2(�) + sin2
(�) = 1
e�
- = cos(�) + � sin(�)
- Periodic in � with period 2�, e.g. sin(� + 2� + ��) = sin(� + ��).
- They are not bounded!
- In the form �(�) = �(�, �) + ��(�, �) we have
cos(�) = cos(�) cosh(�) − � sin(�) sinh(�)
sin(�) = sin(�) cosh(�) + � cos(�) sinh(�)
(cosh and sinh are deﬁned below.)
- The zeros of sin(�) are � = �� for � any integer.
The zeros of cos(�) are � = �∕2 + �� for � any integer.
(That is, they have only real zeros that you learned about in your trig. class.)
8. Other trig functions cot(�), sec(�) etc.
Deﬁnition. The same as for the real versions of these function, e.g. cot(�) = cos(�)∕ sin(�),
sec(�) = 1∕ cos(�).
Domain: The entire plane minus the zeros of the denominator.
Derivative: Compute using the quotient rule, e.g.
( )
� tan(�) � sin(�) cos(�) cos(�) − sin(�)(− sin(�)) 1 2
�
��
=
��
=
cos(�)
=
cos2(�)
= sec
cos2(�)
(No surprises there!)
9. sinh(�), cosh(�) (hyperbolic sine and cosine)
Deﬁnition.
e� + e−�
cosh(�) = ,
2
e� − e−�
sinh(�) =
2
Domain: these functions are entire.
� cosh(�)
= sinh(�),
��
� sinh(�)
= cosh(�)
��
Other key properties of cosh and sinh:
- cosh2
(�) − sinh2
(�) = 1
- For real �, cosh(�) is real and positive, sinh(�) is real.
- cosh(��) = cos(�), sinh(�) = −� sin(��).
10. log(�) (See Topic 1.)
Deﬁnition. log(�) = log(|�|) + � arg(�).
Branch: Any branch of arg(�).
Domain: � minus a branch cut where the chosen branch of arg(�) is discontinuous.
� 1
log(�) =
�� �
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11. �� (any complex �) (See Topic 1.)
= e� log(�)
Deﬁnition. �� .
Branch: Any branch of log(�).
Domain: Generally the domain is � minus a branch cut of log. If � is an integer ≥ 0 then ��
is entire. If � is a negative integer then �� is deﬁned and analytic on � − {0}.
���
= ���−1
.
��
12. sin−1
(�)
√
Deﬁnition. sin−1
(�) = −� log(�� + 1 − �2).
The deﬁnition is chosen so that sin(sin−1
(�)) = �. The derivation of the formula is as follows.
Let � = sin−1
(�), so � = sin(�). Then,
e�� − e−��
2��
− 2��e��
− 1 = 0
� = ⇒ e
2�
Solving the quadratic in e�� gives
√
√
2�� + −4�2 + 4
e��
= = �� + 1 − �2.
2
Taking the log gives
√ √
�� = log(�� + 1 − �2) ⇔ � = −� log(�� + 1 − �2).
From the deﬁnition we can compute the derivative:
�
sin−1
(�) = √
1
.
�� 1 − �2
Choosing a branch is tricky because both the square root and the log require choices. We will
look at this more carefully in the future.
For now, the following discussion and ﬁgure are for your amusement.
Sine (likewise cosine) is not a 1-1 function, so if we want sin−1
(�) to be single-valued then we
have to choose a region where sin(�) is 1-1. (This will be a branch of sin−1
(�), i.e. a range for
the image,) The ﬁgure below shows a domain where sin(�) is 1-1. The domain consists of the
vertical strip � = � + �� with −�∕2 < � < �∕2 together with the two rays on boundary where
� ≥ 0 (shown as red lines). The ﬁgure indicates how the regions making up the domain in the
�-plane are mapped to the quadrants in the �-plane.
A domain where � → � = sin(�) is one-to-one
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2.9.2 A few proofs
Here we prove at least some of the facts stated in the list just above.
1. �(�) = e�. This was done in Example 2.11 using the Cauchy-Riemann equations.
2. �(�) ≡ � (constant). This case is trivial.
3. �(�) = �� (� an integer ≥ 0): show �′(�) = ���−1
It’s probably easiest to use the deﬁnition of derivative directly. Before doing that we note the
factorization
��
− ��
= (� − �0)(��−1
+ ��−2
�0 + ��−3
�2
0
+ … + �2
��−3
+ ���−2
+ ��−1
)
0 0 0 0
Now
�� − ��
�(�) − �(�0) 0
�′
(�0) = lim = lim
�→�0 � − �0 �→�0 � − �0
= lim (��−1
+ ��−2
�0 + ��−3
�2
0
+ … + �2
��−3
+ ���−2
+ ��−1
)
0 0 0
�→�0
= ���
0
−1
.
Since we showed directly that the derivative exists for all �, the function must be entire.
4. �(�) (polynomial). Since a polynomial is a sum of monomials, the formula for the derivative
follows from the derivative rule for sums and the case �(�) = ��. Likewise the fact the �(�)
is entire.
5. �(�) = 1∕�. This follows from the quotient rule.
6. �(�) = �(�)∕�(�). This also follows from the quotient rule.
7. sin(�), cos(�). All the facts about sin(�) and cos(�) follow from their deﬁnition in terms of
exponentials.
8. Other trig functions cot(�), sec(�) etc. Since these are all deﬁned in terms of cos and sin, all
the facts about these functions follow from the derivative rules.
9. sinh(�), cosh(�). All the facts about sinh(�) and cosh(�) follow from their deﬁnition in terms
of exponentials.
10. log(�). The derivative of log(�) can be found by diﬀerentiating the relation elog(�) = � using
the chain rule. Let � = log(�), so e� = � and
�
e� �� �e� ��
e� �� �� 1
= = 1 ⇒ = 1 ⇒ = 1 ⇒ =
e�
�� �� �� �� �� ��
Using � = log(�) we get
� log(�) 1
= .
�� �
11. �� (any complex �). The derivative for this follows from the formula
= e� log(�) ���
= e� log(�)
⋅
� ���
��
⇒ = = ���−1
�� � �
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2.10 Branch cuts and function composition
We often compose functions, i.e. �(�(�)). In general in this case we have the chain rule to compute
the derivative. However we need to specify the domain for � where the function is analytic. And
when branches and branch cuts are involved we need to take care.
Example 2.14. Let �(�) = e�2
. Since e� and �2 are both entire functions, so is �(�) = e�2
. The
chain rule gives us
�′
(�) = e�2
(2�).
Example 2.15. Let �(�) = e� and �(�) = 1∕�. �(�) is entire and �(�) is analytic everywhere but 0.
So �(�(�)) is analytic except at 0 and
��(�(�)) 1∕�
⋅
−1
= �′
(�(�))�′
(�) = e
�� �2
.
Example 2.16. Let ℎ(�) = 1∕(e� − 1). Clearly ℎ is entire except where the denominator is 0. The
denominator is 0 when e� − 1 = 0. That is, when � = 2��� for any integer �. Thus, ℎ(�) is analytic
on the set
� − {2���, where � is any integer}
The quotient rule gives ℎ′
(�) = −e�
∕(e�
− 1)2
. A little more formally: ℎ(�) = �(�(�)). where
�(�) = 1∕� and � = �(�) = e� − 1. We know that �(�) is entire and �(�) is analytic everywhere
except � = 0. Therefore, �(�(�)) is analytic everywhere except where �(�) = 0.
Example 2.17. It can happen that the derivative has a larger domain where it is analytic than the
original function. The main example is �(�) = log(�). This is analytic on � minus a branch cut.
However
� 1
log(�) =
�� �
is analytic on � − {0}. The converse can’t happen.
√
Example 2.18. Deﬁne a region where 1 − � is analytic.
Solution: Choosing the principal branch of argument, we have
√
� is analytic on
� − {� ≤ 0, � = 0}, (see ﬁgure below.).
So
√
1 − � is analytic except where � = 1 − � is on the branch cut, i.e. where � = 1 − � is real and
≤ 0. It’s easy to see that
� = 1 − � is real and ≤ 0 ⇔ � is real and ≥ 1.
√
So 1 − � is analytic on the region (see ﬁgure below)
� − {� ≥ 1, � = 0}
Note. A diﬀerent branch choice for
√
� would lead to a diﬀerent region where
√
1 − � is analytic.
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The ﬁgure below shows the domains with branch cuts for this example.
Re(w)
Im(w)
Re(z)
Im(z)
1
√ √
domain for � domain for 1 − �
√
Example 2.19. Deﬁne a region where �(�) = 1 + e� is analytic.
Solution: Again, let’s take
√
� to be analytic on the region
� − {� ≤ 0, � = 0}
So, �(�) is analytic except where 1 + e� is real and ≤ 0. That is, except where e� is real and ≤ −1.
Now, e� = e�e�� is real only when � is a multiple of �. It is negative only when � is an odd mutltiple
of �. It has magnitude greater than 1 only when � > 0. Therefore �(�) is analytic on the region
� − {� ≥ 0, � = odd multiple of �}
The ﬁgure below shows the domains with branch cuts for this example.
Re(w)
Im(w)
Re(z)
Im(z)
−3πi
−πi
πi
3πi
√ √
domain for � domain for e� + 1
2.11 Appendix: Limits
The intuitive idea behind limits is relatively simple. Still, in the 19th century mathematicians were
troubled by the lack of rigor, so they set about putting limits and analysis on a ﬁrm footing with
careful deﬁnitions and proofs. In this appendix we give you the formal deﬁnition and connect it
to the intuitive idea. In 18.04 we will not need this level of formality. Still, it’s nice to know the
foundations are solid, and some students may ﬁnd this interesting.
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2.11.1 Limits of sequences
Intuitively, we say a sequence of complex numbers �1, �2, … converges to � if for large �, �� is really
close to �. To be a little more precise, if we put a small circle of radius � around � then eventually the
sequence should stay inside the circle. Let’s refer to this as the sequence being captured by the circle.
This has to be true for any circle no matter how small, though it may take longer for the sequence to
be ‘captured’ by a smaller circle.
This is illustrated in the ﬁgure below. The sequence is strung along the curve shown heading towards
�. The bigger circle of radius �2 captures the sequence by the time � = 47, the smaller circle doesn’t
capture it till � = 59. Note that �25 is inside the larger circle, but since later points are outside the
circle we don’t say the sequence is captured at � = 25
A sequence of points converging to �
Deﬁnition. The sequence �1, �2, �3, … converges to the value � if for every � > 0 there is a number
�� such that |�� − �| < � for all � > ��. We write this as
lim �� = �.
�→∞
Again, the deﬁnition just says that eventually the sequence is within � of �, no matter how small you
choose �.
Example 2.20. Show that the sequence �� = (1∕� + �)2 has limit -1.
Solution: This is clear because 1∕� → 0. For practice, let’s phrase it in terms of epsilons: given
� > 0 we have to choose �� such that
|�� − (−1)| < � for all � > ��
One strategy is to look at |�� + 1| and see what �� should be. We have
1 2� 1 2
|�� − (−1)| =
|
(
�
1
+ �
)2
+ 1
|
=
|�2
+
� |
<
�2
+
�
So all we have to do is pick �� large enough that
1 2
+ < �
�2 ��
�
Since this can clearly be done we have proved that �� → �.
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This was clearly more work than we want to do for every limit. Fortunately, most of the time we can
apply general rules to determine a limit without resorting to epsilons!
Remarks.
1. In 18.04 we will be able to spot the limit of most concrete examples of sequences. The formal
deﬁnition is needed when dealing abstractly with sequences.
2. To mathematicians � is one of the go-to symbols for a small number. The prominent and rather
eccentric mathematician Paul Erdos used to refer to children as epsilons, as in ‘How are the
epsilons doing?’
3. The term ‘captured by the circle’ is not in common usage, but it does capture what is happen-
ing.
2.11.2 lim �(�)
�→�0
Sometimes we need limits of the form lim �(�) = �. Again, the intuitive meaning is clear: as � gets
�→�0
close to �0 we should see �(�) get close to �. Here is the technical deﬁnition
Deﬁnition. Suppose �(�) is deﬁned on a punctured disk 0 < |� − �0| < � around �0. We say
lim �(�) = � if for every � > 0 there is a � such that
�→�0
|�(�) − �| < � whenever 0 < |� − �0| < �
This says exactly that as � gets closer (within �) to �0 we have �(�) is close (within �) to �. Since �
can be made as small as we want, �(�) must go to �.
Remarks.
1. Using the punctured disk (also called a deleted neighborhood) means that �(�) does not have
to be deﬁned at �0 and, if it is then �(�0) does not necessarily equal �. If �(�0) = � then we
say the � is continuous at �0.
2. Ask any mathematician to complete the phrase “For every �” and the odds are that they will
respond “there is a � ...”
2.11.3 Connection between limits of sequences and limits of functions
Here’s an equivalent way to deﬁne limits of functions: the limit lim �(�) = � if, for every sequence
�→�0
of points {��} with limit �0 the sequence {�(��)} has limit �.
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1.1 Introduction
These notes are a terse summary of what we’ll need from multivariable calculus. If, after reading
these, some parts are still unclear, you should consult your notes or book from your multivariable
calculus or ask about it at oﬃce hours. We’ve also posted a more detailed review of line integrals
and Green’s theorem. You should consult that if needed.
We’ve seen that complex exponentials make trigonometric functions easier to work with and give
insight into many of the properties of trig functions. Similarly, we’ll eventually reformulate some
material from 18.02 in complex form. We’ll see that it’s easier to present and the main properties
are more transparent in complex form.
1.2 Terminology and notation
Vectors. We’ll denote vectors in the plane by (�, �)
Note. In physics and in 18.02 we usually write vectors in the plane as �� + ��. This use of � and �
would be confusing in 18.04, so we will write this vector as (�, �).
In 18.02 you might have used angled brackets ⟨�, �⟩ for vectors and round brackets (�, �) for points.
In 18.04 we will adopt the more standard mathematical convention and use round brackets for both
vectors and points. It shouldn’t lead to any confusion.
Orthogonal. Orthogonal is a synonym for perpendicular. Two vectors are orthogonal if their dot
product is zero, i.e. � = (�1, �2) and � = (�1, �2) are orthogonal if
� ⋅ � = (�1, �2) ⋅ (�1, �2) = �1�1 + �2�2 = 0.
Composition. Composition of functions will be denoted �(�(�)) or �◦�(�), which is read as ‘�
composed with �’
1.3 Parametrized curves
We often use the greek letter gamma for a paramtrized curve, i.e.
�(�) = (�(�), �(�)).
We think of this as a moving point tracing out a curve in the plane. The tangent vector
�′
(�) = (�′
(�), �′
(�))
is tangent to the curve at the point (�(�), �(�)). It’s length |�′(�)| is the instantaneous speed of the
moving point.
1
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x
y
γ(t)
γ′
(t)
γ′
(t)
Parametrized curve �(�) with some tangent vectors �′(�).
Example Rev.1. Parametrize the straight line from the point (�0, �0) to (�1, �1).
Solution: There are always many parametrizations of a given curve. A standard one for straight lines
is
�(�) = (�, �) = (�0, �0) + �(�1 − �0, �1 − �0), with 0 ≤ � ≤ 1.
Example Rev.2. Parametrize the circle of radius � around the point (�0, �0).
Solution: Again there are many parametrizations. Here is the standard one with the circle traversed
in the counterclockwise direction:
�(�) = (�, �) = (�0, �0) + �(cos(�), sin(�)), with 0 ≤ � ≤ 2�.
x
y
(x0, y0)
(x1, y1)
r
Line from (�0, �0) to (�1, �1) and circle around (�0, �0).
1.4 Chain rule
For a function �(�, �) and a curve �(�) = (�(�), �(�)) the chain rule gives
��(�(�)) �� ��
= �′
(�) + �′
(�) = ��(�(�)) ⋅ �′
(�) dot product of vectors.
�� �� |�(�) �� |�(�)
Here �� is the gradient of � deﬁned in the next section.
1.5 Grad, curl and div
Gradient. For a function �(�, �), the gradient is deﬁned as grad� = �� = (��, ��). A vector ﬁeld
� which is the gradient of some function is called a gradient vector ﬁeld.
Curl. For a vector in the plane �(�, �) = (�(�, �), �(�, �)) we deﬁne
curl� = �� − ��.
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Note. The curl is a scalar. In 18.02 and in general, the curl of a vector ﬁeld is another vector ﬁeld.
However, for vectors ﬁelds in the plane the curl is always in the ̂
� direction, so we have simply
dropped the ̂
� and made curl a scalar.
Divergence. The divergence of the vector ﬁeld � = (�, �) is
div� = �� + ��.
1.6 Level curves
Recall that the level curves of a function �(�, �) are the curves given by �(�, �) = constant.
Recall also that the gradient �� is orthogonal to the level curves of �
1.7 Line integrals
The ingredients for line (also called path or contour) integrals are the following:
• A vector ﬁeld � = (�, �)
• A curve �(�) = (�(�), �(�)) deﬁned for � ≤ � ≤ �
Then the line integral of � along � is deﬁned by
�
� ⋅ �� =
∫
�(�(�)) ⋅ �′
(�)�� =
∫�
��� + ���.
∫� �
Example Rev.3. Let � = (−�∕�2, �∕�2) and let � be the unit circle. Compute line integral of � along
�.
Solution: You should be able to supply the answer to this example
1.7.1 Properties of line integrals
1. Independent of parametrization.
2. Reverse direction on curve ⇒ change sign. That is,
� ⋅ ��.
� ⋅ �� = −
∫�
∫−�
(Here, −� means the same curve traversed in the opposite direction.)
3. If � is closed then we sometimes indicate this with the notation
∮�
� ⋅ �� =
∮�
� �� + � ��.
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1.7.2 Fundamental theorem for gradient ﬁelds
Theorem Rev.4. (Fundamental theorem for gradient ﬁelds)
If � = �� then ∫ � ⋅ �� = �(�) − �(�), where �, � are the beginning and endpoints respectively
�
of �.
Proof. By the chain rule we have
��(�(�))
= ��(�(�)) ⋅ �′
(�) = �(�(�)) ⋅ �′
(�).
��
The last equality follows from our assumption that � = ��. Now we can this when we compute the
line integral:
�
� ⋅ �� =
∫
�(�(�)) ⋅ �′
(�) ��
∫� �
�
��(�(�))
��
=
∫ ��
�
= �(�(�)) − �(�(�))
= �(�) − �(�)
Notice that the third equality follows from the fundamental theorem of calculus.
Deﬁnition. If a vector ﬁeld � is a gradient ﬁeld, with � = ��, then we call � a a potential function
for �.
Note: the usual physics terminology would be to call −� the potential function for �.
1.7.3 Path independence and conservative functions
Deﬁnition. For a vector ﬁeld �, the line integral
∫
� ⋅ �� is called path independent if, for any two
points � and �, the line integral has the same value for every path between � and �.
Theorem.
∫�
� ⋅ �� is path independent is equivalent to
∮�
� ⋅ �� = 0 for any closed path.
Sketch of proof. Draw two paths from � to �. Following one from � to � and the reverse of the
other back to � is a closed path. The equivalence follows easily. We refer you to the more detailed
review of line integrals and Green’s theorem for more details.
Deﬁnition. A vector ﬁeld with path independent line integrals, equivalently a ﬁeld whose line inte-
grals around any closed loop is 0 is called a conservative vector ﬁeld.
Theorem Rev.5. We have the following equivalence: On a connected region, a gradient ﬁeld is
conservative and a conservative ﬁeld is a gradient ﬁeld.
Proof. Again we refer you to the more detailed review for details. Essentially, if � is conservative
then we can deﬁne a potential function �(�, �) as the line integral of � from some base point to (�, �).
1.8 Green’s Theorem
Ingredients: � a simple closed curve (i.e. no self-intersection), and � the interior of �.
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� must be positively oriented (traversed so interior region � is on the left) and piecewise smooth (a
few corners are okay).
x
y
R C R C
R C
Theorem Rev.6. Green’s Theorem: If the vector ﬁeld � = (�, �) is deﬁned and diﬀerentiable on
� then
� �� + � �� =
∬�
�� − �� ��.
∮�
In vector form this is written
� ⋅ �� =
∬�
curl� ��.
∮�
where the curl is deﬁned as curl� = (�� − ��).
Proof of Green’s Theorem. See the more detailed notes on Green’s theorem and line integrals for
the proof.
1.9 Extensions and applications of Green’s theorem
1.9.1 Simply connected regions
Deﬁnition: A region � in the plane is simply connected if it has “no holes”. Said diﬀerently, it is
simply connected for every simple closed curve � in �, the interior of � is fully contained in �.
Examples:
D1 D2
D3
x
y
D4
x
y
D5 = whole plane
D1-D5 are simply connected. For any simple closed curve � inside any of these regions the interior
of � is entirely inside the region.
Note. Sometimes we say any curve can be shrunk to a point without leaving the region.
The regions below are not simply connected. For each, the interior of the curve � is not entirely in
the region.
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C
Annulus
x
y
C
Punctured plane
1.9.2 Potential Theorem
Here is an application of Green’s theorem which tells us how to spot a conservative ﬁeld on a simply
connected region. The theorem does not have a standard name, so we choose to call it the Potential
Theorem.
Theorem Rev.7. (Potential Theorem) Take � = (�, �) deﬁned and diﬀerentiable on a region �.
(a) If � = �� then curl� = �� − �� = 0.
(b) If � is simply connected and curl� = 0 on �, then � = �� for some �.
We know that on a connected region, being a gradient ﬁeld is equivalent to being conservative. So we
can restate the Potential Theorem as: on a simply connected region, � is conservative is equivalent
to curl� = 0.
( )
Proof of (a): � = ��, �� , so curl� = ��� − ��� = 0.
Proof of (b): Suppose � is a simple closed curve in �. Since � is simply connected the interior
of � is also in �. Therefore, using Green’s theorem we have,
� ⋅ �� curl� �� = 0.
∮�
=
∬�
x
y
D
C
R
This shows that � is conservative in �. Therefore, by Theorem Rev.5 � is a gradient ﬁeld.
Summary: Suppose the vector ﬁeld � = (�, �) is deﬁned on a simply connected region �. Then,
the following statements are equivalent.
�
(1)
∫
� ⋅ �� is path independent.
�
(2)
∮�
� ⋅ �� = 0 for any closed path �.
(3) � = �� for some � in �
(4) � is conservative in �.
If � is continuously diﬀerentiable then 1,2,3,4 all imply 5:
(5) curl� = �� − �� = 0 in �
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1.9.3 Why we need simply connected in the Potential Theorem
If there is a hole then � might not be deﬁned on the interior of �. (See the example on the tangential
ﬁeld below.)
D
C
1.9.4 Extended Green’s Theorem
We can extend Green’s theorem to a region � which has multiple boundary curves.
Suppose � is the region between the two simple closed curves �1 and �2.
C1
C2
R
C1
C2 C3 C4
R
(Note � is always to the left as you traverse either curve in the direction indicated.)
Then we can extend Green’s theorem to this setting by
curl� ��.
� ⋅ �� +
∮�2
� ⋅ �� =
∬�
∮�1
Likewise for more than two curves:
curl� ��.
� ⋅ �� +
∮�2
� ⋅ �� +
∮�3
� ⋅ �� +
∮�4
� ⋅ �� =
∬�
∮�1
Proof. The proof is based on the following ﬁgure. We ‘cut’ both �1 and �2 and connect them by two
copies of �3, one in each direction. (In the ﬁgure we have drawn the two copies of �3 as separate
curves, in reality they are the same curve traversed in opposite directions.)
Now the curve � = �1 + �3 + �2 − �3 is a simple closed curve and Green’s theorem holds on it.
But the region inside � is exactly � and the contributions of the two copies of �3 cancel. That is,
we have shown that
curl� �� =
∫�1+�3+�2−�3
� ⋅ �� =
∫�1+�2
� ⋅ ��.
∬�
This is exactly Green’s theorem, which we wanted to prove.
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C1
C2
C3
−C3
The punctured plane.
(−�, �)
Example Rev.8. Let � =
�2
(“tangential ﬁeld”)
� is deﬁned on � = plane - (0,0) = the punctured plane. (Shown below.)
x
y
It’s easy to compute (we’ve done it before) that curl� = 0 in �.
Question: For the tangential ﬁeld � what values can
∮�
� ⋅ �� take for � a simple closed curve
(positively oriented)?
Solution: We have two cases (i) �1 not around 0 (ii) �2 around 0
x
y
C1
R
C2
In case (i) Green’s theorem applies because the interior does not contain the problem point at the
origin. Thus,
� ⋅ �� =
∬�
curl� �� = 0.
∮�1
For case (ii) we will show that
∮�2
� ⋅ �� = 2�.
Let �3 be a small circle of radius �, entirely inside �2. By the extended Green’s theorem we have
curl� �� = 0.
� ⋅ �� −
∮�3
� ⋅ �� =
∬�
∮�2
Thus,
∮�2
� ⋅ �� =
∮�3
� ⋅ ��.
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Using the usual parametrization of a circle we can easily compute that the line integral is
2�
� ⋅ �� =
∫
1 �� = 2�. ���.
∫�3 0
x
y
C2
C3
R
Answer to the question: The only possible values are 0 and 2�.
We can extend this answer in the following way:
If � is not simple, then the possible values of
∮�
� ⋅ �� are 2��, where � is the number of times �
goes (counterclockwise) around (0,0).
Not for class: � is called the winding number of � around 0. � also equals the number of times �
crosses the positive �-axis, counting +1 from below and −1 from above.
x
y
C
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3.1 Introduction
The basic theme here is that complex line integrals will mirror much of what we’ve seen for multi-
variable calculus line integrals. But, just like working with ��� is easier than working with sine and
cosine, complex line integrals are easier to work with than their multivariable analogs. At the same
time they will give deep insight into the workings of these integrals.
To deﬁne complex line integrals, we will need the following ingredients:
• The complex plane: � = � + ��
• The complex diﬀerential �� = �� + ���
• A curve in the complex plane: �(�) = �(�) + ��(�), deﬁned for � ≤ � ≤ �.
• A complex function: �(�) = �(�, �) + ��(�, �)
3.2 Complex line integrals
Line integrals are also called path or contour integrals. Given the ingredients we deﬁne the complex
line integral
∫�
�(�) �� by
�
�(�) �� ∶=
∫
�(�(�))�′
(�) ��. (1a)
∫� �
You should note that this notation looks just like integrals of a real variable. We don’t need the
vectors and dot products of line integrals in �2. Also, make sure you understand that the product
�(�(�))�′(�) is just a product of complex numbers.
An alternative notation uses �� = �� + ��� to write
�(�) �� =
∫�
(� + ��)(�� + ���) (1b)
∫�
Let’s check that Equations 1a and 1b are the same. Equation 1b is really a multivariable calculus
expression, so thinking of �(�) as (�(�), �(�)) it becomes
� ( )
�(�) �� =
∫
[�(�(�), �(�)) + ��(�(�), �(�)] �′
(�) + ��′
(�) ��
∫� �
But,
�(�(�), �(�)) + ��(�(�), �(�)) = �(�(�))
and
�′
(�) + ��′
(�) = �′
(�)
1
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so the right hand side of this equation is
�
�(�(�))�′
(�) ��.
∫�
That is, it is exactly the same as the expression in Equation 1a.
Example 3.1. Compute
∫�
�2
�� along the straight line from 0 to 1 + �.
Solution: We parametrize the curve as �(�) = �(1 + �) with 0 ≤ � ≤ 1. So �′(�) = 1 + �. The line
integral is
1
2�(1 + �)
�2
�� =
∫
�2
(1 + �)2
(1 + �) �� = .
∫ 3
0
Example 3.2. Compute
∫�
� �� along the straight line from 0 to 1 + �.
Solution: We can use the same parametrization as in the previous example. So,
1
� �� =
∫
�(1 − �)(1 + �) �� = 1.
∫� 0
Example 3.3. Compute
∫�
�2
�� along the unit circle.
�e��
Solution: We parametrize the unit circle by �(�) = e��, where 0 ≤ � ≤ 2�. We have �′(�) = .
So, the integral becomes
2� 2� 2�
e�3�
�2
�� =
∫
e2��
�e��
�� =
∫
�e3��
�� = = 0.
∫� 0 0 3 |0
Example 3.4. Compute
∫
� �� along the unit circle.
Solution: Parametrize �: �(�) = e��, with 0 ≤ � ≤ 2�. So, �′(�) = �e��. Putting this into the integral
gives
2� 2�
� �� =
∫
e�� � e��
�� =
∫
� �� = 2��.
∫� 0 0
3.3 Fundamental theorem for complex line integrals
This is exactly analogous to the fundamental theorem of calculus.
Theorem 3.5. (Fundamental theorem of complex line integrals) If �(�) is a complex analytic func-
tion on an open region � and � is a curve in � from �0 to �1 then
�′
(�) �� = �(�1) − �(�0).
∫�
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Proof. This is an application of the chain rule. We have
��(�(�))
= �′
(�(�)) �′
(�).
��
So
� � �
��(�(�))
�′
(�) �� =
∫
�′
(�(�)) �′
(�) �� =
∫
�� = �(�(�)) = �(�1) − �(�0).
��
∫� � � |�
′
Another equivalent way to state the fundamental theorem is: if � has an antiderivative �, i.e. � = �
then
�(�) �� = �(�1) − �(�0).
∫�
Example 3.6. Redo
∫�
�2
��, with � the straight line from 0 to 1 + �.
Solution: We can check by inspection that �2 has an antiderivative �(�) = �3∕3. Therefore the
fundamental theorem implies
1+�
�3 (1 + �)3 2�(1 + �)
�2
�� = = = .
∫� 3 |0 3 3
Example 3.7. Redo
∫�
�2
��, with � the unit circle.
Solution: Again, since �2 had antiderivative �3∕3 we can evaluate the integral by plugging the end-
points of � into the �3∕3. Since the endpoints are the same the resulting diﬀerence will be 0!
3.4 Path independence
We say the integral
∫�
�(�) �� is path independent if it has the same value for any two paths with the
same endpoints. More precisely, if �(�) is deﬁned on a region � then
∫�
�(�) �� is path independent
in �, if it has the same value for any two paths in � with the same endpoints.
The following theorem follows directly from the fundamental theorem. The proof uses the same
argument as Example 3.7.
Theorem 3.8. If �(�) has an antiderivative in an open region �, then the path integral
∫�
�(�) �� is
path independent for all paths in �.
Proof. Since �(�) has an antiderivative of �(�), the fundamental theorem tells us that the integral
only depends on the endpoints of �, i.e.
�(�) �� = �(�1) − �(�0)
∫�
where �0 and �1 are the beginning and end point of �.
An alternative way to express path independence uses closed paths.
Theorem 3.9. The following two things are equivalent.
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1. The integral
∫�
�(�) �� is path independent.
2. The integral
∫�
�(�) �� around any closed path is 0.
Proof. This is essentially identical to the equivalent multivariable proof. We have to show two
things:
(i) Path independence implies the line integral around any closed path is 0.
(ii) If the line integral around all closed paths is 0 then we have path independence.
To see (i), assume path independence and consider the closed path � shown in ﬁgure (i) below. Since
the starting point �0 is the same as the endpoint �1 the line integral
∫�
�(�) �� must have the same
value as the line integral over the curve consisting of the single point �0. Since that is clearly 0 we
must have the integral over � is 0.
To see (ii), assume
∫�
�(�) �� = 0 for any closed curve. Consider the two curves �1 and �2 shown
in ﬁgure (ii). Both start at �0 and end at �1. By the assumption that integrals over closed paths are
0 we have
∫�1−�2
�(�) �� = 0. So,
�(�) �� =
∫�2
�(�) ��.
∫�1
That is, any two paths from �0 to �1 have the same line integral. This shows that the line integrals
are path independent.
x
y
Cc
P = Q
Figure (i)
x
y
C2
C1
P
Q
Figure (ii)
3.5 Examples
Example 3.10. Why can’t we compute
∫�
� �� using the fundamental theorem.
Solution: Because � doesn’t have an antiderivative. We can also see this by noting that if � had an
antiderivative, then its integral around the unit circle would have to be 0. But, we saw in Example
3.4 that this is not the case.
1
Example 3.11. Compute
∫�
�� over each of the following contours
�
(i) The line from 1 to 1 + �.
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(ii) The circle of radius 1 around � = 3.
(iii) The unit circle.
Solution: For parts (i) and (ii) there is no problem using the antiderivative log(�) because these
curves are contained in a simply connected region that doesn’t contain the origin.
(i)
√
1 �
�� = log(1 + �) − log(1) = log( 2) + �
4
.
�
∫�
(ii) Since the beginning and end points are the same, we get
1
�� = 0
�
∫�
(iii) We parametrize the unit circle by �(�) = e�� with 0 ≤ � ≤ 2�. We compute �′(�) = �e��. So the
integral becomes
2� 2�
1 1
�� =
∫
�e��
�� =
∫
� �� = 2��.
e��
�
∫� 0 0
Notice that we could use log(�) if we were careful to let the argument increase by 2� as it went
around the origin once.
1
Example 3.12. Compute
∫�
��, where � is the unit circle in two ways.
�2
(i) Using the fundamental theorem.
(ii) Directly from the deﬁnition.
Solution: (i) Let �(�) = −1∕�. Since �′(�) = 1∕�2, the fundamental theorem says
1
�� =
∫�
�′
(�) �� = �(endpoint) − �(start point) = 0.
∫� �2
It equals 0 because the start and endpoints are the same.
(ii) As usual, we parametrize the unit circle as �(�) = e�� with 0 ≤ � ≤ 2�. So, �′(�) = �e�� and the
integral becomes
2� 2� 2�
1 1
�2
�� =
∫
�e��
�� =
∫
�e−��
�� = −e−��
= 0.
∫� 0 e2��
0 |0
3.6 Cauchy’s theorem
Cauchy’s theorem is analogous to Green’s theorem for curl free vector ﬁelds.
Theorem 3.13. (Cauchy’s theorem) Suppose � is a simply connected region, �(�) is analytic on �
and � is a simple closed curve in �. Then the following three things hold:
(i)
∫�
�(�) �� = 0
(i′) We can drop the requirement that � is simple in part (i).
(ii) Integrals of � on paths within � are path independent. That is, two paths with the same endpoints
integrate to the same value.
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