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	9. Preface
Intended Audience
This is  a self-learning module for the undergraduate students of the College of Engineering,
President Ramon Magsaysay State University. It is a compilation of materials from different
textbooks for a one-semester course in engineering data analysis.
Organization of the Module
This module is presented in two parts. The first part covers the essential theories of probability
and the distributions of a random variable and serves as the foundation for the development
of the second part. The second part deals with linear regression and statistical inference. A
criticism to this module is that it is very long. There is a great variety in both content and
level of these topics.
The first five chapters cover the basic concepts of sample and event spaces, probability,
discrete and continuous random variables, expected value, and joint probability distributions.
The mathematical and theoretical details are avoided to address the essential topics needed in
the development of statistical inference.
Chapter 6 begins the statistical inference with the sampling distribution, the central limit
theorem, and point estimation of parameters. This chapter also discusses some important
properties of estimators.
Chapter 7 deals with interval estimation. Topics include confidence intervals for the means,
variances, standard deviations and proportions, prediction intervals and tolerance intervals.
This chapter also covers interval estimation for two samples from different populations.
Chapter 8 and 9 discuss hypothesis tests for the means, proportions, and variances of one
sample and two samples from two different populations, respectively. Methods for determining
appropriate sample sizes are discussed to enable the students to solve real-life engineering
problems.
Chapters 10 and 11 present simple and multiple linear regression including model adequacy
checking and regression model diagnostics. Matrix algebra is used to present multiple linear
regressions. This enables the students without access to computer software or statistical
packages to perform multiple regression. Matrix calculation may be skipped if the student has
access to Microsoft Excel®, Minitab®, R software or other statistical packages. A tutorial on
how to use the free R software can be found at the appendix.
Chapter 12 deals with single- and 2-factor experiments. The notions of randomization,
blocking, two-factor designs and interactions are emphasized.
Featured in the Module
Key Definitions and Concepts
Throughout the module, key definitions and con-
cepts are enclosed in boxes to highlight their im-
portance.
Definition 6.5
If all unbiased estimators of θ are considered, the one with
the smallest variance is called the minimum variance un-
biased estimator (MVUE).
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	10. Preface
Partitions
The number of  ways of partitioning a set of n objects into
r cells with n1 elements in the first cell, n2 elements in the
second, and so forth, is

n
n1, n2, . . . , nr

=
n!
n1!n2! · · · nr!
(1.8)
Equations and Formulas
Important equations are numbered on the right.
Named equations, expressions and formulas are
enclosed in boxes with appropriate titles.
Red Links
The soft copy of this handout abound with
numbers and texts in red. These are links to an
equation, example, exercise, table, figure, section
or page number. Click the link to jump to that
particular location in the handout.
The tree diagram in Example 1.2 describes the sample space
of all combinations of the three messages. The size of the
sample space is equal to the number of branches in the low-
est level of the tree, and this quantity equals 2 × 2 × 2 = 8.
Example 2.5
John is going to graduate from an industrial engineering de-
partment in a university by the end of the semester. After
being interviewed at two companies he likes, he assesses that
his probability of getting an offer from company A is 0.8, and
his probability of getting an offer from company B is 0.6. If
he believes that the probability that he will get offers from both
companies is 0.5, what is the probability that he will get at least
one offer from these two companies?
Let A be the event that John will get an offer from company A,
B be the event that he will get an offer from company B. Then
A ∩ B is the event that he will get offers from both companies.
We have
P[A] = 0.8
P[B] = 0.6
P[A ∩ B] = 0.5
P[A ∪ B] = P[A] + P[B] − P[A ∩ B]
= 0.8 + 0.6 − 0.5 = 0.9
Based on his assessment, he has a 90% chance that he will get at
least one offer from the two companies.
Example Problems
A set of example problems provides the stu-
dent with (detailed) solutions. Comments are
included as interpretation of the numerical val-
ues sought for in the problem.
Learning Objectives
Learning objectives at the start of each chapter
guide the students in what they are expected to
take away from this chapter.
Learning Objectives
At the end of this chapter, you should be able to:
1. Apply counting techniques to calculate the probabil-
ities of events
2. Calculate the probabilities of joint events such as
unions and intersections from the probabilities of in-
dividual events
3. Interpret probabilities and use the probabilities of
outcomes to calculate probabilities of events in dis-
crete sample spaces
4. Interpret and calculate conditional probabilities of
events
x
 


	11. Chapter Summary
• A  random variable X assigns a numerical value to each el-
ement of the sample space S. It defines mutually exclusive
events that are exhaustive of S.
• Every discrete random variable has a corresponding prob-
ability distribution called a probability mass function f(x)
which is the probability that the random variable X is
equal to the value x, written as P[X = x].
• A cumulative distribution function F(x) can be obtained
from a probability mass function f(x). Conversely, the
probability mass function can be determined from a cumu-
lative distribution function.
• The mean or expected value µX or E[X] is defined as
µ = E[X] =
X
all x
xf(x)
Chapter Summary
Chapters that are heavy on explanation, partic-
ularly the later ones, have a chapter summary to
highlight specific ideas needed for the attainment
of the learning objectives. Important formulas
can be found here.
Exercises
Each chapter has a sufficient number of exercises
that cover the scope of the chapter topics.
3-2. A random experiment
consists of flipping two coins.
Let the random variable X de-
note the number of coins that
landed face up. Enumerate
the outcomes of each event
arising from X.
3-3. In a random experiment,
two six-sided dice are rolled.
Let Y be the total of the out-
comes of the dice. Enumer-
ate the outcomes of each event
arising from Y .
3-4. An overseas shipment of
5 foreign automobiles contains
2 that have slight paint blem-
ishes. If an agency receives 3
of these automobiles at ran-
dom, list the elements of the
sample space S, using the
letters B and N for blem-
ished and nonblemished, re-
spectively; then to each sam-
ple point assign a value x of
the random variable X repre-
senting the number of automo-
biles with paint blemishes pur-
chased by the agency.
3-5. Let W be a random vari-
able giving the number of
heads minus the number of
tails in three tosses of a coin.
List the elements of the sam-
ple space S for the three tosses
of the coin and to each sample
point assign a value w of W.
To the Students
The topics included in this module are the minimum competency requirements in an Engineer-
ing Data Analysis course set by the Commission of Higher Education (CHED). It is therefore
expected that all topics will be covered in one semester.
Due to the effect of the Covid-19 pandemic, a regular face-to-face class cannot be conducted
to deliver the contents to you. This module is designed to deliver them via distance-learning.
This has an undesirable effect: the burden of teaching has now shifted toward the student.
To ease this burden, it is advised that you post your questions and clarifications of ideas
encountered in your self-study in the Edmodo class for online learning (class code j6frwt, join
url https://edmo.do/j/iwwzrn) or send them through email at lmedranojr@prmsu.edu.ph no
later than Wednesday of every week. This should allow your instructor to prepare additional
learning materials to be delivered on Friday via the Zoom app or as a soft copy (pdf).
The contents of this handout will be available in installment. New chapters will be added
at the end of the allocated period for the previous chapter.
Assessment shall be in the form of assignment, chapter test and major examinations.
xi
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Probability and  Random Variables
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	15. 1. Sample Spaces  and Events
Learning Objectives
At the end of this chapter, you should be able to:
1. Understand and describe sample spaces and events for random experiments with graphs,
tables, lists, or tree diagrams
2. Use permutations and combinations to count the number of outcomes in both an event
and the sample space
1.1. Random Experiment
When we conduct a scientific experiment, we take measurements on characteristics of interest.
These characteristics can be the time of freefall of a ball bearing or the current in a copper
wire. Repeated measurements of the same experiment may differ slightly because of the
small variations in variables that are not controlled in our experiment. Consequently, this
experiment is said to have a random component. This random variation, however small, is
almost always present that its magnitude may be large enough that the logical conclusion from
our experiment cannot be drawn from the data.
Our goal therefore is to understand and quantify the type of variations and incorporate
them into our analysis to make informed judgments from our results that are not invalidated
by the variation.
Definition 1.1
An experiment that can result in different outcomes, even though it is repeated in the
same manner every time, is called a random experiment.
For the example of measuring current in a copper wire, variations in measurements of
current can be expected because of uncontrollable inputs like ambient temperature. Ohm’s
Law might be a suitable approximation for small variations in the measurements. However, if
the variations are large, we might need to extend our model to include the variation.
1.2. Sample Spaces
To model and analyze a random experiment, we must understand the set of possible outcomes
from the experiment. In this introduction to probability, we use the basic concepts of sets and
operations on sets. It is assumed that the reader is familiar with these topics.
Definition 1.2
The set of all possible outcomes of a random experiment is called the sample space of
the experiment. The sample space is denoted as S.
A sample space is often defined based on the objectives of the analysis. The following
example illustrates several alternatives.
3
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Example 1.1
Consider an experiment that selects a cell phone camera and records the recycle time of a
flash (the time taken to ready the camera for another flash).
The possible values for this time depend on the resolution of the timer and on the minimum
and maximum recycle times. However, because the time is positive it is convenient to define
the sample space as simply the positive side of the real number line
S = {x|x  0}
If it is known that all recycle times are between 1.5 and 5 seconds, the sample space can be
S = {x|1.5 ≤ x ≤ 5.0}
If the objective of the analysis is to consider only whether the recycle time is low, medium,
or high, the sample space can be taken to be the set of three outcomes
S = {low, medium, high}
If the objective is only to evaluate whether or not a particular camera conforms to a mini-
mum recycle time specification, the sample space can be simplified to a set of two outcomes
S = {yes, no}
that indicates whether or not the camera conforms.
It is useful to distinguish between two types of sample spaces.
Definition 1.3
A sample space is discrete if it consists of a finite or countably infinite set of outcomes.
A sample space is continuous if it contains an interval (either finite or infinite) of real
numbers.
In Example 1.1, the choice S = {x|x  0} is an example of a continuous sample space,
whereas S = {yes, no} is a discrete sample space. As mentioned, the best choice of a sample
space depends on the objectives of the study.
Sample spaces can also be described graphically with tree diagrams. When a sample space
can be constructed in several steps or stages, we can represent each of the n1 ways of completing
the first step as a branch of a tree. Each of the ways of completing the second step can be
represented as n2 branches starting from the ends of the original branches, and so forth.
Example 1.2
Each message in a digital communication system is classified as to whether it is received
within the time specified by the system design. If three messages are classified, use a tree
diagram to represent the sample space of possible outcomes.
Each message can be received either on time T or late L. The possible results for three
messages can be displayed by eight branches in the tree diagram below.
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	17. 1.3. Events
Start
T
T
T
{TTT}
L
{TTL}
L
T
{TLT}
L
{TLL}
L
T
T
{LTT}
L
{LTL}
L
T
{LLT}
L
{LLL}
In the  tree diagram, the particular branch {LTL} represents a late first message, an on time
second message, and a late third message.
1.3. Events
Often we are interested in a collection of related outcomes from a random experiment. Related
outcomes can be described by subsets of the sample space, and set operations can also be
applied.
Definition 1.4
An event is a subset of the sample space of a random experiment.
If no outcome belong to an event, then it is empty and is denoted by ∅.
We can also be interested in describing new events from combinations of existing events.
Because events are subsets, we can use basic set operations such as unions, intersections, and
complements to form other events of interest. Some of the basic set operations are summarized
here in terms of events:
• The union of two events is the event that consists of all outcomes that are contained in
either of the two events. We denote the union as E1 ∪ E2.
• The intersection of two events is the event that consists of all outcomes that are con-
tained in both of the two events. We denote the intersection as E1 ∩ E2.
• The complement of an event in a sample space is the set of outcomes in the sample
space that are not in the event. We denote the complement of the event E as E0.
Example 1.3
Consider the sample space {TTT, TTL, TLT, TLL, LTT, LTL, LLT, LLL} in Example 1.2.
Suppose that the subset of outcomes for which two messages are received on time is denoted
E1, and the subset of outcomes for which the second message is late is denoted by E2.
E1 = {TTL, TLT, LTT}
E2 = {TLT, TLL, LLT, LLL}
E1 ∪ E2 = {TTL, TLT, LTT, TLL, LLT, LLL}
E1 ∩ E2 = {TLT}
E0
1 = {TTT, TLL, LTL, LLT, LLL}
The mesages combination {TLT} is an outcome of both events E1 and E2 and is not listed
twice in the event E1 ∪ E2.
5
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Definition 1.5
Two events, denoted as E1 and E2, such that
E1 ∩ E2 = ∅
are said to be mutually exclusive.
Additional results involving events are summarized in the following. The definition of the
complement of an event implies that
E00
= E (1.1)
The distributive law for set operations implies that
(A ∪ B) ∩ C = (A ∩ C) ∪ (B ∩ C)
(A ∩ B) ∪ C = (A ∪ C) ∩ (B ∪ C)
(1.2)
DeMorgan’s laws imply that
(A ∪ B)0
= A0 ∩ B0
(A ∩ B)0
= A0 ∪ B0 (1.3)
1.4. Counting Techniques
In many of the examples in this chapter, it is easy to determine the number of outcomes in
each event. In more complicated examples, determining the outcomes in the sample space (or
an event) becomes more difficult. Instead, counts of the numbers of outcomes in the sample
space and various events are used to analyze the random experiments. Simple rules can be
used to simplify the calculations.
The tree diagram in Example 1.2 describes the sample space of all combinations of the three
messages. The size of the sample space is equal to the number of branches in the lowest level
of the tree, and this quantity equals 2 × 2 × 2 = 8.
Multiplication Rule
If an operation can be performed in n1 ways, and if for each of these a second operation
can be performed in n2 ways, and for each of the first two a third operation can be
performed in n3 ways, and so forth, then the sequence of k operations can be performed
in n1 · n2 · · · nk ways.
Example 1.4
The design for a website is to use one of the four colors, a font from among three, and three
different positions for an image. Calculate the number of web designs possible.
From the multiplication rule, 4 × 3 × 3 = 36 web designs are possible.
The use of the multipication rule and other counting techniques enables one to easily deter-
mine the number of outcomes in a sample space or event and this, in turn, allows probabilities
of events to be determined.
Another useful calculation finds the number of ordered sequences of the elements of a set.
Definition 1.6
A permutation of the elements of a set is an ordered sequence of the elements.
6
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Permutation  of Distinct Elements
The number of permutations of n different elements is n!, where
n! = n(n − 1)(n − 2) · · · 3 · 2 · 1 (1.4)
This result follows from the multiplication rule. A permutation can be constructed by
selecting the element to be placed in the first position of the sequence from the n elements,
then selecting the element for the second position from the remaining n − 1 elements, then
selecting the element for the third position from the remaining n − 2 elements, and so forth.
Permutations such as these are sometimes referred to as linear permutations.
Example 1.5
A food company has four different recipes for a potential new product and wishes to compare
them through consumer taste tests. In these tests, a participant is given the four types of
food to taste in a random order and is asked to rank various aspects of their taste. How
many different rankings of the four types of food are possible?
The four types of food are to be ranked (ordered sequence) by a participant. A permutation
of the four types gives 4! = 4 × 3 × 2 × 1 = 24 different rankings.
In some situations, we are interested in the number of arrangements of only some of the
elements of a set. The following result also follows from the multiplication rule.
Permutation of Subsets
The number of permutations of n distinct objects taken r at a time is
nPr =
n!
(n − r)!
(1.5)
Example 1.6
In one year, three awards (research, teaching, and service) will be given to a class of 25
graduate students in a statistics department. If each student can receive at most one award,
how many possible selections are there?
Since the awards are distinguishable, it is a permutation problem. The total number of
sample points is
25P3 =
25!
(25 − 3)!
=
25!
22!
= 25 · 24 · 23 = 13,800
Example 1.7
A president and a treasurer are to be chosen from a student club consisting of 50 people.
How many different choices of officers are possible if
(a) there are no restrictions;
The total number of choices of officers is
50P2 =
50!
48!
= 50 × 49 = 2,450
(b) A will serve only if he is president;
Let E be the event that A will serve only if he is president. E consists of two events (or
situations): (i) E1 where A is the president, and (ii) E2 where A is neither the president
nor the treasurer, or simply A is not an officer. In E1, there are 49 choices for the treasurer
7
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position. In E2, the officers will be selected from a pool of 49 students (A will not be an
officer) so that there are 49P2 = 2352 different choices for the positions. Therefore, the total
number of choices is 49 + 2352 = 2401.
(c) B and C will serve together or not at all;
Let E1 be the event that B and C serve together. The number of choices for them to be
officers is 2! = 2.
Let E2 be the event that B and C do not serve at all. The number of choices for the positions
is 48P2 = 2256.
Therefore, the total number of choices is 2 + 2256 = 2258.
Counting (and probability) problems can have multiple solutions. Consider Example 1.7(b).
Student A can be the president, the treasurer, or a member of the club. These three situations
cover all the 2,450 possible choices of officers. Let E0 be the event that A is the treasurer,
then E is the event that A is not the treasurer. The number of elements of E0 is 49, which is
the number of choices for the position of president. Therefore, the number of choices for the
officers of the club (where A is president or member) is 2450 − 49 = 2401.
Permutations that occur by arranging objects in a circle are called circular permutations.
Two circular permutations are not considered different unless corresponding objects in the two
arrangements are preceded or followed by a different object as we proceed in a clockwise
direction. For example, if we rearrange the 12 numbers of a clock, one possible rearrangement
is the 3 on the north (12 o’clock) position and the numbers 4, 5, 6, 7, 8, 9, 10, 11, 12, 1, and 2
follow in the clockwise order. But this can not be called a rearrangement since the clockwise
order is the same as the standard placement of the twelve numbers in the clock.
Circular Permutation
The number of permutations of n objects arranged in a circle is
(n − 1)! (1.6)
Example 1.8
Eight people are to be seated around a dining table. How many different arrangements are
possible
(a) with no restrictions;
The total number of arrangements is
(8 − 1)! = 7! = 5040
(b) if two people insist on sitting next to each other?
We solve this in several steps. The first step is to count the two as one group. There are
7 units (6 individuals, 1 group) to be arranged around the table. According to the circular
permutation rule, there are (7 − 1)! = 6! = 720 different arrangements.
The second step is to count the number of arrangements of the people within the group. In
this case, the number of ways is 2! = 2.
According to the multiplication rule, the total number of arrangements is
720 × 2 = 1440
Example 1.8(b) illustrates a strategy when certain elements group themselves. Each group
is counted as a unit in a (linear or circular) permutation, and the rearrangment of the elements
8
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within  each group contribute by a certain factor according to the multiplication rule.
So far we have considered permutations of distinct objects. That is, all the objects were
completely different or distinguishable. Sometimes we are interested in counting the number
of ordered sequences for objects that are not all different. The following result is a useful,
general calculation.
Permutation of Similar Objects
The number of permutations of n = n1 + n2 + · · · + nr objects of which n1 are of one
type, n2 are of a second type, . . ., and nr are of an rth type is
n!
n1!n2! · · · nr!
(1.7)
Example 1.9
Code 39 is a common bar code system that consists of narrow and wide bars (black) sepa-
rated by either wide or narrow spaces (white). Each character contains nine elements (five
bars and four spaces). The code for a character starts and ends with a bar (either narrow
or wide) and a (white) space appears between each bar. The original specification (since
revised) used exactly two wide bars and one wide space in each character. For example, if
b and B denote narrow and wide (black) bars, respectively, and w and W denote narrow
and wide (white) spaces, a valid character is bwBwBWbwb (the number 6). One character
is held back as a start and stop delimiter. How many other characters can be coded by this
system? Can you explain the name of the system?
The four white spaces occur between the five black bars. In the first step, focus on the bars.
The number of permutations of five black bars when two are B and three are b is
5!
2!3!
= 10
In the second step, consider the white spaces. A code has three narrow spaces w and one
wide space W so there are
4!
3!1!
= 4
possible locations for the wide space. Therefore, the number of possible codes is 10×4 = 40.
If one code is held back as a start/stop delimiter, then 39 other characters can be coded by
this system (and the name comes from this result).
Often we are concerned with the number of ways of partitioning a set of n objects into r
subsets called cells. A partition has been achieved if the intersection of every possible pair of
the r subsets is the empty set ∅ and if the union of all subsets gives the original set. The
order of the elements within a cell is of no importance.
Partitions
The number of ways of partitioning a set of n objects into r cells with n1 elements in
the first cell, n2 elements in the second, and so forth, is
n
n1, n2, . . . , nr
!
=
n!
n1!n2! · · · nr!
(1.8)
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Example 1.10
In how many ways can 7 graduate students be assigned to 1 triple and 2 double hotel rooms
during a conference?
The total number of possible partitions would be
7
3, 2, 2
!
=
7!
3!2!2!
= 210
We can think of a partition as a permutation of similar objects. In the case of the 7
graduate students, we can reclassify them as T, B or D where T represents a student assigned
to a triple room, and B and D represent a student assigned to one of the double hotel rooms.
The rearrangement of the code consisting of 3 T’s, 2 B’s and 2 D’s yield
7!
3!2!2!
= 210
different room asignments for the graduate students.
We can also count the number of ways the three rooms can be filled in this manner: (1) Assign
3 students to the triple room, (2) assign two (of the remaining 4) students to a double room,
and (3) assign the (remaining) 2 students to the other double room. By the multiplication
rule, the total number of assignments is
7
3
!
4
2
!
2
2
!
= 35(6)(1) = 210
In many problems, the n objects are partitioned into two cells, r of these having a specific
trait and the remaining n − r not having that trait.
Definition 1.7
A partition of a set into two cells is called a combination. The number of possible
partitions into two sets is usually shortened to n
r

.
Combinations
The number of combinations of n distinct objects taken r at a time is
n
r, n − r
!
=
n
r
!
=
n!
r!(n − r)!
(1.9)
The calculator notation for a combination is nCr.
Example 1.11
A mother-participant samples eight food products and is asked to pick the best, the second
best, and the third best. She buys the three products she likes best to take home as
pasalubong for the family.
(a) How many different rankings are possible?
Only three of the eight products were ranked. Thus, the number of ways to rank them is
8P3 =
8!
5!
= 336
(b) How many different pasalubong are possible?
Since her three best choices are now reclassified as pasalubong, the other 5 products are
10
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considered not pasalubong.  This is a partition into two cells, or a combination. The number
of ways of choosing a pasalubong of three items is
8C3 =
8!
3!5!
= 56
Example 1.12
A lot containing 7 components is sampled by a quality inspector; the lot contains 4 good
components and 3 defective components. A sample of 3 is taken by the inspector. How
many different ways can the inspector get
(a) all good components?
There are 4
3

= 4 ways to get all 3 samples to be in good condition.
(b) 2 defective components?
For this event to occur, the inspector must be able to get 2 (of 3) bad components and 1 (of
4) good component. There are 3
2

= 3 different ways to get two defective components and
4
1

= 4 ways to get good components. By multiplication rule, the total number of ways is
3 × 4 = 12.
Exercises
Give the sample space of each random experiment.
State whether it is discrete or continuous.
1-1. counting the number of hits (visits) in a day at
a high-volume website
1-2. An order for a computer system can specify
memory of 4, 8 or 12 gigabytes and disk storage of
300, 500 or 1000 gigabytes.
1-3. Calls are repeatedly placed to a busy phone line
until a connection is achieved.
1-4. A sample of two items is selected without re-
placement from a batch. Describe the ordered sample
space, if the batch contains the items labeled a, b, c, d.
1-5. A set of two samples is selected from a batch.
Describe the unordered sample space, if the batch con-
tains the items labeled a, b, c, d, e.
Determine the number of outcomes in each sample or
event space.
1-6. The following table summarizes 204 endothermic
reactions involving sodium bicarbonate.
Final Temp
Conditions (K) Heat Absorbed (cal)
Below Above
Target Target
266 12 40
271 44 16
274 56 36
Let A denote the event that a reaction’s final temper-
ature is 271 K or less. Let B denote the event that the
heat absorbed is below target. Determine the number
of reactions in each of the following events.
A ∩ B
a) A0
b) A ∪ B
c)
A ∪ B0
d) A0
∩ B0
e)
1-7. A wireless garage door opener has a code deter-
mined by the up or down setting of 12 switches. How
many outcomes are in the sample space of the codes?
1-8. A manufacturing process consists of 10 opera-
tions that can be completed in any order. How many
different production sequences are possible?
1-9. A manufacturing operation consists of 10 oper-
ations. However, five operations must be completed
before any of the remaining five assembly operations
can begin. Within each set of five, operations can be
operated in any order. How many operation sequences
are possible?
1-10. A batch of 140 semiconductor chips is inspected
by choosing a sample of 5 chips. Assume 10 chips do
not conform to customer requirements.
a) How many different samples are possible?
b) How many samples of five contain exactly one
non-conforming chip?
c) How many samples of five contain at least three
non-conforming chips?
1-11. In the design of an electromechanical product,
12 components are to be stacked in a cylindrical cas-
ing in a manner that minimizes the impact of shocks.
One end of the casing is designated as bottom and the
other is the top.
a) If all components are different, how many different
designs are possible?
b) If seven components are identical to one another,
but the others are different, how many different
designs are possible?
c) If three components are of one type and identical
to one another, and four components are of an-
other type and identical to one another, but the
others are different, how many different designs
are possible?
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1-12. Consider the design of a communication system.
a) How many three-digit phone prefixes that are used
to represent a particular geographical area (such
as an area code) can be created from the digits 0
through 9?
b) How many three-digit phone prefixes are possible
in which no digit appears more than once in each
prefix?
c) As in part (a), how many three-digit phone pre-
fixes are possible that do not start with 0 or 1,
but contain 0 or 1 as the middle digit?
1-13. A bin of 50 parts contains 5 that are defective.
A sample of 10 parts is selected at random, without
replacement. How many samples contain at least four
defective parts?
1-14. A California study concluded that following 7
simple health rules can extend a person’s life by as
much as 11 years. These 7 rules are: no smoking, get
regular exercise, use alcohol only in moderation, get 7-
8 hours of sleep, maintain proper weight, eat breafast,
and do not eat between meals. In how many ways can
a person adopt 5 of these rules to follow
a) if the person presently violates all 7 rules?
b) if the person never drinks and always eats break-
fast?
1-15. Four married couples have bought 8 seats in the
same row for a concert. In how many different ways
can they be seated
a) with no restrictions?
b) if each couple is to sit together?
c) if all the men sit together to the right of all the
women?
1-16. How may three-digit numbers can be formed
from the digits 0 through 6 if each digit can be used
only once?
b) How many of these are odd numbers?
c) How many are greater than 330?
1-17. Six people lined up to get on a bus. In how
many different ways are possible
a) without restriction on these people?
b) if 3 specific persons, among 6, insist on following
each other?
c) if 2 specific persons, among 6, refuse to follow each
other?
1-18. A certain brand of shoes comes in 5 different
styles, with each style available in 4 distinct colors. If
the store wishes to display pairs of these shoes showing
all of its various styles and colors, how many different
pairs will the store have on display?
1-19. In how many different ways can a true-false test
consisting of 9 questions be answered?
1-20. In how many ways can 4 boys and 5 girls sit in
a row if the boys and girls must alternate?
1-21. In how many ways can 3 oaks, 4 pines, and 2
maples be arranged along a property line if one does
not distinguish among trees of the same kind?
1-22. If a multiple-choice test consists of 5 questions,
each with 4 possible answers of which only 1 is correct,
a) in how many different ways can a student check
off one answer to each question?
b) in how many ways can a student check off one
answer to each question and get all the answers
wrong?
1-23. Find the number of ways that 6 teachers can
be assigned to 4 sections of an introductory psychol-
ogy course if no teacher is assigned to more than one
section.
1-24. How many ways are there to select 3 candidates
from 8 equally qualified recent graduates for openings
in an accounting firm?
1-25. In how many ways can 5 different trees be
planted in a circle?
1-26. A contractor wishes to build 9 houses, each dif-
ferent in design. In how many ways can he place these
houses on a street if 6 lots are on one side of the street
and 3 lots are on the opposite side?
1-27. How many bridge hands (consisting of 13 cards)
are possible containing 4 spades, 6 diamonds, 1 club
and 2 hearts?
1-28. The following circuit operates if and only if
there is a path of functional devices from left to right.
Let the event/outcome {ABcDe} denote that devices
1, 2 and 4 are functional (uppercase A, B and D re-
spectively) and devices 3 and 5 are not functional (low-
ercase e and d, respectively).
l
1 2
3 4 5
r
a) Enumerate the outcomes of the sample space con-
sisting of all possible combinations of the five de-
vices.
b) How many of those outcomes have the circuit op-
erational?
c) How many of those outcomes render the circuit
not functional?
12
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Learning Objectives
At  the end of this chapter, you should be able to do the following:
1. Apply counting techniques to calculate the probabilities of events
2. Calculate the probabilities of joint events such as unions and intersections from the
probabilities of individual events
3. Interpret probabilities and use the probabilities of outcomes to calculate probabilities of
events in discrete sample spaces
4. Interpret and calculate conditional probabilities of events
5. Determine the independence of events and use independence to calculate probabilities
6. Use Bayes’ theorem to calculate conditional probabilities
2.1. Probability of an Event
Perhaps it was humankind’s unquenchable thirst for gambling that led to the early devel-
opment of probability theory. In an effort to increase their winnings, gamblers called upon
mathematicians to provide optimum strategies for various games of chance. Some of the math-
ematicians providing these strategies were Pascal, Leibniz, Fermat, and James Bernoulli. As
a result of this development of probability theory, statistical inference, with all its predictions
and generalizations, has branched out far beyond games of chance to encompass many other
fields associated with chance occurrences, such as politics, business, weather forecasting, and
scientific research. For these predictions and generalizations to be reasonably accurate, an
understanding of basic probability theory is essential.
Probability is used to quantify the likelihood, or chance, that an outcome of a random
experiment will occur. “The chance of rain today is 30%” is a statement that quantifies our
feeling about the possibility of rain. The likelihood of an outcome is quantified by assigning
a number from the interval [0, 1] to the outcome (or a percentage from 0 to 100%). Higher
numbers indicate that the outcome is more likely than lower numbers. A zero (0) indicates an
outcome will not occur. A probability of 1 indicates that an outcome will occur with certainty.
Probabilities for a random experiment are often assigned on the basis of a reasonable model
of the system under study. One approach is to base probability assignments on the simple
concept of equally likely outcomes. When the model of equally likely outcomes is assumed,
the probabilities are chosen to be equal.
Definition 2.1 (Equally Likely Outcomes)
Whenever a sample space consists of N possible outcomes that are equally likely, the
probability of each outcome is 1/N.
Definition 2.2
For a discrete sample space, the probability of an event E, denoted as P[E], equals
the sum of the probabilities of the outcomes in E.
13
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Example 2.1
A  coin is tossed twice. What is the probability that at least 1 head occurs?
Here, S = {HH, HT, TL, TT} for the experiment. By assuming the model of equally likely
outcomes,
P[{HH}] = P[{HT}] = P[{TH}] = P[{TT}] =
1
4
Let E be the event that at least 1 head occurs, then E = {HH, HT, TH} and
P[E] = P[{HH}] + P[{HT}] + P[{TH}] =
1
4
+
1
4
+
1
4
=
3
4
A typical probability problem consists of determining the outcomes of the experiment and
the outcomes of a particular event. You will find the counting techniques of Section 1.4 to be
useful in determining the probability of an event.
Definition 2.3
For a random experiment with a finite sample space S, the probability of an event E is
the fraction
P[E] =
n(E)
n(S)
(2.1)
where n(E) and n(S) denote the number of outcomes in the event space E and sample
space S.
Example 2.2
A statistics class for engineers consists of 25 industrial, 10 mechanical, 10 electrical, and 8
civil engineering students. If a person is randomly selected by the instructor to answer a
question, find the probability that the student chosen is
(a) an industrial engineering major;
The size of the sample space is n(S) = 25 + 10 + 10 + 8 = 53. If I is the event that the
student randomly selected is an industrial engineering major, n(I) = 25 and
P[I] =
n(I)
n(S)
=
25
53
(b) a civil engineering or an electrical engineering major.
If C ∪E is the event that the student randomly selected is a civil engineering or an electrical
engineering major, n(C ∪ E) = 8 + 10 = 18 and
P[C ∪ E] =
18
53
Example 2.3
In a poker hand consisting of 5 cards, find the probability of holding 2 aces and 3 jacks.
The number of ways of being dealt with 2 aces from 4 cards is
4
2
!
=
4!
2!2!
= 6
and the number of ways of being dealt with 3 jacks from 4 cards is
4
3
!
=
4!
3!1!
= 4
14
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The  number of ways of being dealt with 2 aces and 3 jacks is 6×4 = 24 by the multiplication
rule.
The total number of a poker hand consisting of any 5 cards from 52 cards is
52
5
!
=
52!
5!47!
= 2,598,960
Therefore the desired probability is
24
2,598,960
= 9.2345 × 10−6
Interpretation: Since the probability of this poker hand (called a full house) is small (occuring nine
times in a million), then this hand is rare and considered a strong poker hand.
Example 2.4
A bin of 50 manufactured parts contains 3 defective parts and 47 nondefective parts. A
sample of 6 parts is selected from the 50 parts without replacement. That is, each part can
be selected only once, and the sample is a subset of the 50 parts. What is the probability
that exactly 2 defective parts are selected in the sample?
The sample space consists of all possible (unordered) subsets of 6 parts selected without
replacement,
n(S) =
50
6
!
= 15,890,700
The number of subsets of the sample that contain 2 defective parts is 3
2

= 3 and the
number of subsets of the sample that contain 4 nondefective parts is 47
4

= 178,365
Therefore, the probability that exactly 2 defected parts are selected is
3 × 178,365
15,890,700
= 0.0337
If the outcomes of an experiment are not equally likely to occur, the probabilities must be
assigned on the basis of prior knowledge or experimental evidence. For example, if a coin is
not balanced, we could estimate the probabilities of heads and tails by tossing the coin a large
number of times and recording the outcomes. According to the relative frequency definition
of probability, the true probabilities would be the fractions of heads and tails that occur in
the long run.
In most of the applications of probability in this book, the relative frequency interpretation
of probability is the operative one. Its foundation is the statistical experiment rather than
subjectivity (the use of intuition, personal beliefs, and other indirect information in arriving at
probabilities), and it is best viewed as the limiting relative frequency. As a result, many
applications of probability in science and engineering must be based on experiments that can
be repeated.
2.2. Addition Rules
Now that the probability of an event has been defined, we can collect the assumptions that we
have made concerning probabilities into a set of axioms that the probabilities in any random
experiment must satisfy. The axioms ensure that the probabilities assigned in an experiment
can be interpreted as relative frequencies and that the assignments are consistent with our
intuitive understanding of relationships between relative frequencies. For example, if event A is
contained in event B, we should have P[A] ≤ P[B]. The axioms do not determine probabilities;
15
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the probabilities  are assigned based on our knowledge of the system under study. However,
the axioms enable us to easily calculate the probabilities of some events from knowledge of the
probabilities of other events.
Axioms of Probability
If S is the sample space of a random experiment and E is an event of S,
(1) P[S] = 1
(2) 0 ≤ P[E] ≤ 1
(3) P[∅] = 0
The following formulas are the addition rules for probability.
Addition Rules
• For any events A and B of a sample space S,
P[A ∪ B] = P[A] + P[B] − P[A ∩ B] (2.2)
• If A and B are exclusive events of a sample space S,
P[A ∪ B] = P[A] + P[B] (2.3)
• For any event E,
P[E] + P

E0
= 1 (2.4)
• If E1, E2, . . . , Ek are k mutually exclusive events of a sample space S,
P[E1 ∪ E2 ∪ · · · ∪ Ek] = P[E1] + P[E2] + · · · + P[Ek] (2.5)
The collection of events {E1, E2, . . . , Ek} of a sample space S is called exhaustive of S if
E1, E2, . . . , Ek are mutually exclusive and E1 ∪ E2 ∪ · · · ∪ Ek = S.
Example 2.5
John is going to graduate from an industrial engineering department in a university by the
end of the semester. After being interviewed at two companies he likes, he assesses that his
probability of getting an offer from company A is 0.8, and his probability of getting an offer
from company B is 0.6. If he believes that the probability that he will get offers from both
companies is 0.5, what is the probability that he will get at least one offer from these two
companies?
Let A be the event that John will get an offer from company A, B be the event that he
will get an offer from company B. Then A ∩ B is the event that he will get offers from both
companies. We have
P[A] = 0.8
P[B] = 0.6
P[A ∩ B] = 0.5
P[A ∪ B] = P[A] + P[B] − P[A ∩ B]
= 0.8 + 0.6 − 0.5 = 0.9
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Based on his assessment, he has a 90% chance that he will get at least one offer from the two
companies.
Example 2.6
In a high school graduating class of 100 students, 54 studied mathematics, 69 studied history,
and 35 studied both mathematics and history. If one of these students is selected at random,
find the probability that
(a) the student took mathematics or history;
Let M and H denote that a student studied mathematics and history respectively.
n(S) = 100
n(M) = 54 P[M] = 0.54
n(H) = 69 P[H] = 0.69
n(M ∩ H) = 35 P[M ∩ H] = 0.35
Therefore, P[M ∪ H] = P[M] + P[H] − P[M ∩ H] = 0.54 + 0.69 − 0.35 = 0.88.
(b) the student did not take either of these subjects;
This event is (M ∪ H)0
.
P

(M ∪ H)0
= 1 − P[M ∪ H] = 1 − 0.88 = 0.12
(c) the student took history but not mathematics.
This event is H ∩ M0
. The event H is a partition of two events H ∩ M (both history and
math) and H ∩ M0 (studied history but not math), and we can write
P[H] = P[H ∩ M] + P

H ∩ M0
for which
P

H ∩ M0
= P[H] − P[H ∩ M] = 0.69 − 0.35 = 0.34
More complicated probabilities, such as P[A ∪ B ∪ C] , can be determined by repeated use
of (2.2) and by using some basic set operations. The probability for a union of 3 sets is stated
below.
Addition Rule for 3 Sets
For events A, B and C of a sample space S,
P[A ∪ B ∪ C] = P[A] + P[B] + P[C] − P[A ∩ B]
− P[A ∩ C] − P[B ∩ C] + P[A ∩ B ∩ C] (2.6)
2.3. Conditional Probability, Independence and the Product Rule
2.3.1. Conditional Probability
Sometimes probabilities need to be reevaluated as additional information becomes available.
A useful way to incorporate additional information into a probability model is to assume that
the outcome that will be generated is a member of a given event. This event, say A, defines
the conditions that the outcome is known to satisfy. Then probabilities can be revised to
include this knowledge. In some applications, the practitioner is interested in the probability
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	30. 2. Probability
structure under  certain restrictions. For instance, in epidemiology, rather than studying the
chance that a person from the general population has diabetes, it might be of more interest to
know this probability for a distinct group such as Asian women in the age range of 35 to 50
or Hispanic men in the age range of 40 to 60. This type of probability is called a conditional
probability.
Definition 2.4
The probability of an event B under the knowledge that the outcome will be in event A
is denoted as
P

B A

and this is the conditional probability of B, given A.
Suppose that our sample space S is the population of adults in a small town who have
completed the requirements for a college degree. We shall categorize them according to gender
and employment status. The data are given in Table 2.1.
Table 2.1: Categorization of Adults in a Small Town
Employed Unemployed Total
Male 460 40 500
Female 140 260 400
Total 600 300 900
One of these individuals is to be selected at random for a tour throughout the country to
publicize the advantages of establishing new industries in the town. We shall be concerned
with the following events:
M : a man is chosen;
E : the chosen is employed
The probability that a man is chosen at random is
P[M] =
500
900
=
5
9
Using the reduced sample space E, we find that
P

M E

=
460
600
=
23
30
In determining P[M], we use the Total column since no additional information is given. In
P

M E

, the probability that the person randomly selected is a man when it is known that
the person is employed, the Employed column is used to compute the probability. In a similar
manner, we can compute P

E M

by using only the values in the Male row.
P

E M

=
460
500
=
23
25
Conditional Probability
The conditional probability of B given A, is defined as
P

B A

=
P[B ∩ A]
P[A]
(2.7)
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Let us refer to Table 2.1 to determine P[M|E].
P

M E

=
P[M ∩ E]
P[E]
where P[M ∩ E] and P[E] are found from the sample space S.
P[M ∩ E] =
n(M ∩ E)
n(S)
=
460
900
P[E] =
n(E)
n(S)
=
600
900
We note that in Table 2.1, n(M ∩ E) is the number of employed male. Hence,
P

M E

=
460/900
600/900
=
460
600
=
23
30
as before.
Example 2.7
The probability that a regularly scheduled flight departs on time is P[D] = 0.83; the proba-
bility that it arrives on time is P[A] = 0.82; and the probability that it departs and arrives
on time is P[D ∩ A] = 0.78. Find the probability that a plane
(a) arrives on time, given that it departed on time,
The probability that it arrives on time, knowing that it departed on time, is
P

A D

=
P[A ∩ D]
P[D]
=
0.78
0.83
= 0.94
(b) departed on time, given that it has arrived on time.
The probability that a plane departed on time, having known that it arrived on time, is
P

D A

=
P[D ∩ A]
P[A]
=
0.78
0.82
= 0.95
2.3.2. Product Rule
The conditional probability definition in Equation (2.7) can be rewritten to provide a formula
known as the multiplication rules for probabilities.
Multiplication Rule
P[B ∩ A] = P

B A

P[A] (2.8)
We can also write Equation (2.8) as
P[B ∩ A] = P

A B

P[B]
since P[A ∩ B] = P[B ∩ A].
Example 2.8
The probability that the first stage of a numerically controlled machining operation for
high-rpm pistons meets specifications is 0.90. Failures are due to metal variations, fixture
alignment, cutting blade condition, vibration, and ambient environmental conditions. Given
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that the  first stage meets specifications, the probability that a second stage of machining
meets specifications is 0.95. What is the probability that both stages meet specifications?
Let E1 and E2 denote the events that the first and second stages meet specifications, re-
spectively. The probability requested is
P[E1 ∩ E2] = P

E2 E1

P[E1] = 0.95 × 0.9 = 0.855
Although it is also true that P[E1 ∩ E2] = P

E1 E2

P[E2], the information provided in the
problem does not match this second formulation.
The multiplication rule for probability can be extended to more than two events. The
formula below gives the probability for the intersection of three events,
Multiplication Rule (3 events)
P[A ∩ B ∩ C] = P[A] P

B A

P

C A ∩ B

(2.9)
2.3.3. Independence
In some cases, the conditional probability of P

B A

might equal P[B]. In this special case,
knowledge that the outcome of the experiment is in event A does not affect the probability
that the outcome is in event B.
Example 2.9
Consider the inspection described in Example 2.4. Six parts are selected randomly from a
bin of 50 parts, but assume that the selected part is replaced before the next one is selected.
The bin contains 3 defective parts and 47 nondefective parts. What is the probability that
the second part is defective given that the first part is defective?
In shorthand notation, the requested probability is P

B A

, where A and B denote the
events that the first and second parts are defective, respectively. Because the first part is
replaced prior to selecting the second part, the bin still contains 50 parts, of which 3 are
defective. Therefore, the probability of B does not depend on whether or not the first part
is defective. That is,
P

B A

=
3
50
Also, the probability that both parts are defective is
P[B ∩ A] = P

B A

P[A] = 3
50 × 3
50 = 9
2500
The preceding example illustrates the following conclusions. In the special case that P

B A

=
P[B], we obtain
P[A ∩ B] = P

B A

P[A] = P[B] P[A]
P

A B

=
P[A ∩ B]
P[A]
=
P[B] P[A]
P[A]
= P[A]
These conclusions lead to an important definition.
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Definition 2.5
Two events are independent if any one of the following statements is true:
(1) P

B A

= P[B]
(2) P

A B

= P[A]
(3) P[A ∩ B] = P[A] P[B]
Furthermore, if A and B are independent events, the following pairs of events are also
independent:
(i) A0 and B
(ii) A and B0
(iii) A0 and B0
Consequently,
P

A0
∩ B

= P

A0
P[B]
P

A ∩ B0
= P[A] P

B0
P

A0
∩ B0
= P

A0
P

B0
The concept of independence is an important relationship between events and is used
throughout this handout. A mutually exclusive relationship between two events is based only
on the outcomes that compose the events. However, an independence relationship depends on
the probability model used for the random experiment. Often, independence is assumed to be
part of the random experiment that describes the physical system under study.
Example 2.10 (Series Circuit)
The following circuit operates only if there is a path of functional devices from left to right.
The probability that each device functions is shown on the graph. Assume that devices fail
independently. What is the probability that the circuit operates?
0.8 0.9
Let L and R denote the events that the left and right devices operate, respectively. There
is a path only if both operate. The probability that the circuit operates is
P[L ∩ R] = P[L] P[R] = 0.8(0.9) = 0.72
Example 2.11 (Parallel Circuit)
The following circuit operates only if there is a path of functional devices from left to right.
The probability that each device functions is shown on the graph. Assume that devices fail
independently. What is the probability that the circuit operates?
a
0.8
0.9
b
Let T and B denote the events that the top and bottom devices operate, respectively. There
is a path if at least one device operates. The probability that the circuit operates is
P[T ∪ B] = P[T] + P[B] − P[T ∩ B]
= P[T] + P[B] − P[T] P[B]
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= 0.8  + 0.9 − 0.8(0.9) = 0.98
by virtue of independence.
DeMorgan’s law can also be used to compute P[T ∪ B].
P[T ∪ B] = 1 − P

(T ∪ B)0
(Eq. 2.4)
= 1 − P

T0
∩ B0
(Eq. 1.3)
= 1 − P

T0
P

B0
(Ind. Prop. 3)
= 1 − (0.2)(0.1) = 1 − 0.02 = 0.98
When considering three or more events, we can extend the definition of independence with
the following general result.
Independence (Multiple Events)
The events E1, E2, . . . , Ek are independent if and only if
P[E1 ∩ E2 ∩ · · · ∩ Ek] = P[E1] P[E2] · · · P[Ek] (2.10)
Example 2.12 (Advanced Circuit)
The following circuit operates only if there is a path of functional devices from left to right.
The probability that each device functions is shown on the graph. Assume that devices fail
independently. What is the probability that the circuit operates?
a
0.9
0.9
0.9
0.95
0.95
0.99 b
The solution can be obtained from a partition of the graph into three columns. Let L =
L1 ∪ L2 ∪ L3 denote the event that there is a path of functional devices only through the
three units on the left.
P[L] = P[L1 ∪ L2 ∪ L3] = 1 − P

(L1 ∪ L2 ∪ L3)0
= 1 − P

L0
1 ∩ L0
2 ∩ L0
3

= 1 − P

L0
1

P

L0
2

P

L0
3

= 1 − (0.1)3
= 0.999
Similarly, let M = M1 ∪ M2 denote the event that there is a path of functional devices only
through the two units in the middle.
P[M] = P[M1 ∪ M2] = 1 − P

(M1 ∪ M2)0
= 1 − P

M0
1 ∩ M0
2

= 1 − P

M0
1

P

M0
2

= 1 − (0.05)2
= 0.9975
The probability that there is a path of functional devices only through the one unit on the
right is simply the probability that the device functions, namely, P[R] = 0.99. Therefore,
with the independence assumption used again, the solution is
P[L ∩ M ∩ R] = P[L] P[M] P[R] = 0.999(0.9975)(0.99) = 0.987
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2.4.  Bayes’ Theorem
Sometimes the probability of an event is given under each of several conditions. With enough
of these conditional probabilities, the probability of the event can be recovered. For any event
B, we can write B as the union of the part of B in A and the part of B in A0. That is,
B = (B ∩ A) ∪ (B ∩ A0
)
Because A and A0 are mutually exclusive, A∩B and A0 ∩B are mutually exclusive. Therefore,
from the probability of the union of mutually exclusive events in Equation (2.3) and the
multiplication rule in Equation (2.8) the following total probability rule is obtained.
Total Probability Rule
P[B] = P

B A

P[A] + P

B A0
P

A0
(2.11)
For example, in Table 2.1, the event M, that a man is chosen, is a union of two events: (1)
employed male E ∩ M, and (2) unemployed male E0 ∩ M. Thus,
P[M] = P[E ∩ M] + P

E0
∩ M

= P

M E

P[E] + P

M E0
P

E0
=
460
600
×
600
900
+
40
300
×
300
900
=
5
9
The result of the above computation can be verified easily from the table.
Example 2.13
One bag contains 4 white balls and 3 black balls, and a second bag contains 3 white balls
and 5 black balls. One ball is drawn from the first bag and placed unseen in the second
bag. What is the probability that a ball now drawn from the second bag is black?
Let B1, B2, and W1 represent, respectively, the drawing of a black ball from bag 1, a black
ball from bag 2, and a white ball from bag 1. We are interested in the union of the mutually
exclusive events B1 ∩ B2 and W1 ∩ B2. The various possibilities and their probabilities are
illustrated in the probability tree diagram.
P[B2] = P[(B1 ∩ B2) ∪ (W1 ∩ B2)]
= P[B1 ∩ B2] + P[W1 ∩ B2]
= P[B1] P[B2|B1] + P[W1] P[B2|W1]
=
3
7

6
9

+
4
7

5
9

=
38
63
Bag 1
4W, 3B
Bag 2
4W, 5B
P(W1 ∩ W2) = 4
7 · 4
9
W
4
9
Probability tree diagram
P(W1 ∩ B2) = 4
7 · 5
9
B
5
9
W
4
7
Bag 2
3W, 6B
P(B1 ∩ W2) = 3
7 · 3
9
W
3
9
P(B1 ∩ B2) = 3
7 · 6
9
B
6
9
B
3
7
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The reasoning  used to develop Equation (2.11) can be applied more generally.
Total Probability Rule (3 or more events)
If the events E1, E2, . . . , Ek are mutually exclusive and exhaustive of S, then
P[B] = P

B E1

P[E1] + P

B E2

P[E2] + · · · + P

B Ek

P[Ek] (2.12)
Example 2.14
Assume the following probabilities for product failure subject to levels of contamination in
a semiconductor manufacturing:
Probability of Failure Level of Contamination
0.10 High
0.01 Medium
0.001 Low
In a particular production run, 20% of the chips are subjected to high levels of contami-
nation, 30% to medium levels of contamination, and 50% to low levels of contamination.
What is the probability that a product using one of these chips fails?
We are given the following:
P[H] = 0.2, P[M] = 0.3, P[L] = 0.5
where H, M and L are events representing High, Medium and Low levels of contamination.
If F is the event that a randomly selected product is using one of these chips fails,
P[F] = P

F H

P[H] + P

F M

P[M] + P

F L

P[L]
= 0.1(0.2) + 0.01(0.3) + 0.001(0.5) = 0.0235
which can be interpreted as just the weighted average of the three probabilities of failure.
The examples in this chapter indicate that information is often presented in terms of con-
ditional probabilities. These conditional probabilities commonly provide the probability of an
event (such as failure) given a condition (such as high or low contamination). But after a
random experiment generates an outcome, we are naturally interested in the probability that
a condition was present (high contamination) given an outcome (a semiconductor failure).
Thomas Bayes addressed this essential question in the 1700s and developed the fundamental
result known as Bayes’ theorem.
From the definition of conditional probability,
P[A] P

B A

= P[A ∩ B] = P[B ∩ A] = P[B] P

A B

for which we can write
P

A B

=
P[A] P

B A

P[B]
(2.13)
This is a useful result that enables us to solve for P

A B

in terms of P

B A

.
If the events A1, A2, . . . , Ak are mutually exclusive and exhaustive of S, then for any event
Ai,
P

Ai B

=
P[Ai] P

B Ai

P[B]
Expanding P[B] using Equation (2.12) we obtain the general result, which is known as Bayes’
theorem.
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Bayes’  Theorem
P

Ai B

=
P[Ai] P

B Ai

P[A1] P

B A1

+ P[A2] P

B A2

+ · · · + P[Ak] P

B Ak
 (2.14)
Notice that the numerator always equals one of the terms in the sum in the denominator.
Example 2.15
Because a new medical procedure has been shown to be effective in the early detection of
an illness, a medical screening of the population is proposed. The probability that the test
correctly identifies someone with the illness as positive is 0.99, and the probability that the
test correctly identifies someone without the illness as negative is 0.95. The incidence of
the illness in the general population is 0.0001. You take the test, and the result is positive.
What is the probability that you have the illness?
Let I denote the event that a person has the illness, and let T denote the event that the
test signals positive. The event T I is the event that the test indicates illness of an actually
ill person. This probability is P

T I

= 0.99. The event T0|I0 is the event that the test
indicates a well person who is indeed well, and this probability is P

T0 I0

= 0.95. From
these, we determine the following conditional probabilities.
P

T0
I

= 1 − P

T I

= 1 − 0.99 = 0.01
P

T I0
= 1 − P

T0
I0
= 1 − 0.95 = 0.05
You took the test, and the result is positive, and you want to determine the probability
that you have the illness. This probability is
P

I T

=
P[I ∩ T]
P[T]
(Eq. 2.7)
=
P[I] P

T I

P[T]
(Eq. 2.8)
=
P[I] P

T I

P[I] P

T I

+ P[I0] P

T I0
 (Eq. 2.11)
The incidence of the ilness in the general population is 0.0001. This is equivalent to P[I] =
0.0001 and P[I0] = 1 − P[I] = 0.9999. Therefore,
P

I T

=
0.0001(0.99)
0.0001(0.99) + 0.9999(0.95)
= 0.002
Practical Interpretation: The probability of your having the illness given a positive result from
the test is only 0.002. Surprisingly, even though the test is effective, in the sense that P

T I

is
high and P

T I0

is low, because the incidence of the illness in the general population is low, the
chances are quite small that you actually have the disease even if the test is positive.
Example 2.16 (Bayesian Network)
Bayesian networks are used on the Web sites of high-technology manufacturers to allow
customers to quickly diagnose problems with products. Here is an oversimplified example.
A printer manufacturer obtained the following probabilities from a database of test results.
Printer failures are associated with three types of problems: hardware, software, and other
(such as connectors) with probabilities of 0.1, 0.6, and 0.3, respectively. The probability
of a printer failure given a hardware problem is 0.9, given a software problem is 0.2, and
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given any  other type of problem is 0.5. If a customer enters the manufacturer’s Web site to
diagnose a printer failure, what is the most likely cause of the problem?
Let A, B and C be events representing hardware, software, and other printer problems
respectively, where
P[A] = 0.1, P[B] = 0.6, P[C] = 0.3
If F is the event of a printer failure,
P

F A

= 0.9, P

F B

= 0.2, P

F C

= 0.5
and,
P[F] = P[A] P

F A

+ P[B] P

F B

+ P[C] P

F C

= 0.1(0.9) + 0.6(0.2) + 0.3(0.5) = 0.36
Thus,
P

A F

=
P[A] P

F A

P[F]
=
0.09
0.36
=
3
12
P

B F

=
P[B] P

F B

P[F]
=
0.12
0.36
=
4
12
P

C F

=
P[C] P

F C

P[F]
=
0.15
0.36
=
5
12
Therefore, problems other than hardware and software are the most likely cause of printer
failure.
Exercises
Probability
2-1. An injection-molded part is equally likely to be
obtained from any one of the eight cavities on a mold.
a) What is the sample space?
b) What is the probability that a part is from cavity
1 or 2?
c) What is the probability that a part is from neither
cavity 3 nor 4?
2-2. Samples of emissions from three suppliers are
classified for conformance to air-quality specifications.
The results from 100 samples are summarized as fol-
lows:
Conforms
Yes No
1 22 8
Supplier 2 25 5
3 30 10
Let A denote the event that a sample is from supplier
1, and let B denote the event that a sample conforms
to specifications. If a sample is selected at random,
determine the following probabilities:
P[A]
a) P[B]
b) P[A0
]
c)
P[A ∩ B]
d) P[A ∪ B]
e) P[A0
∩ B]
f)
2-3. A box contains 500 envelopes, of which 75 con-
tain $100 in cash, 150 contain $25, and 275 contain
$10. An envelope may be purchased for $25. What is
the sample space for the different amounts of money?
Assign probabilities to the sample points and then find
the probability that the first envelope purchased con-
tains less than $100.
2-4. A pair of fair dice is tossed. Find the probability
of getting
a) a total of 8;
b) at most a total of 5.
2-5. If 3 books are picked at random from a shelf con-
taining 5 novels, 3 books of poems, and a dictionary,
what is the probability that
a) the dictionary is selected?
b) 2 novels and 1 book of poems are selected?
2-6. The probabilities that a service station will pump
gas into 0, 1, 2, 3, 4, or 5 or more cars during a certain
30-minute period are 0.03, 0.18, 0.24, 0.28, 0.10 and
0.17, respectively. Find the probability that in this
30-minute period
a) more than 2 cars receive gas;
b) at most 4 cars receive gas.
2-7. A shipment of 12 television sets contains 3 de-
fective sets. In how many ways can a hotel purchase
5 of these sets and receive 2 of the defective sets?
Addition Rules
2-8. If P[A] = 0.3, P[B] = 0.2, and P[A ∩ B] = 0.1,
determine the following probabilities:
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P[A0
]
a) P[A ∪  B]
b) P[A0
∩ B]
c)
P[A ∩ B0
]
d) P[(A ∪ B)0
]
e) P[A0
∪ B]
f)
2-9. If A, B and C are mutually exclusive events with
P[A] = 0.2, P[B] = 0.3, and P[C] = 0.4, determine
the following probabilities:
P[A ∪ B ∪ C]
a) P[A ∩ B ∩ C]
b)
P[A ∩ B]
c) P[(A ∪ B) ∩ C]
d)
P[A0
∩ B0
∩ C0
]
e)
2-10. Consider the bar code in Example 1.9. Suppose
that all 40 codes are equally likely (none is held back
as a delimiter). Determine the probability for each of
the following:
a) The first bar is wide or the second bar is wide.
b) Neither the first nor the second bar is wide.
c) The first bar is wide or the second bar is not wide.
d) The first bar is wide or the first space is wide.
2-11. Interest centers around the life of an electronic
component. Suppose it is known that the probabil-
ity that the component survives for more than 6000
hours is 0.42. Suppose also that the probability that
the component survives no longer than 4000 hours is
0.04.
a) What is the probability that the life of the com-
ponent is less than or equal to 6000 hours?
b) What is the probability that the life is greater
than 4000 hours?
2-12. Consider the situation of Exercise 2-11. Let A
be the event that the component fails a particular test
and B be the event that the component displays strain
but does not actually fail. Event A occurs with prob-
ability 0.20, and event B occurs with probability 0.35.
a) What is the probability that the component does
not fail the test?
b) What is the probability that the component works
perfectly well (i.e., neither displays strain nor fails
the test)?
c) What is the probability that the component either
fails or shows strain in the test?
Conditional Probability, Independent Events
2-13. A class in advanced physics is composed of 10
juniors, 30 seniors, and 10 graduate students. The fi-
nal grades show that 3 of the juniors, 10 of the seniors,
and 5 of the graduate students received an A for the
course. If a student is chosen at random from this
class and is found to have earned an A, what is the
probability that he or she is a senior?
2-14. The probability that a married man watches a
certain television show is 0.4, and the probability that
a married woman watches the show is 0.5. The prob-
ability that a man watches the show, given that his
wife does, is 0.7. Find the probability that
a) a married couple watches the show;
b) a wife watches the show, given that her husband
does;
c) at least one member of a married couple will watch
the show.
2-15. A real estate agent has 8 master keys to open
several new homes. Only 1 master key will open any
given house. If 40% of these homes are usually left
unlocked, what is the probability that the real estate
agent can get into a specific home if the agent selects
3 master keys at random before leaving the office?
2-16. Consider the bar code in Example 1.9. Suppose
that all 40 codes are equally likely (none is held back
as a delimiter). Determine the probability for each of
the following:
a) The second bar is wide given that the first bar is
wide.
b) The third bar is wide given that the first two bars
are not wide.
c) The first bar is wide given that the last bar is
wide.
2-17. A manufacturer of a flu vaccine is concerned
about the quality of its flu serum. Batches of serum
are processed by three different departments having
rejection rates of 0.10, 0.08, and 0.12, respectively.
The inspections by the three departments are sequen-
tial and independent.
a) What is the probability that a batch of serum sur-
vives the first departmental inspection but is re-
jected by the second department?
b) What is the probability that a batch of serum is
rejected by the third department?
2-18. Computer keyboard failures are due to faulty
electrical connects (12%) or mechanical defects (88%).
Mechanical defects are related to loose keys (27%) or
improper assembly (73%). Electrical connect defects
are caused by defective wires (35%), improper connec-
tions (13%), or poorly welded wires (52%).
a) Find the probability that a failure is due to loose
keys.
b) Find the probability that a failure is due to im-
properly connected or poorly welded wires.
2-19. Given that P[A] = 0.5 and P[B] = 0.4, deter-
mine P[A ∪ B] if A and B are
mutually exclusive;
a) independent.
b)
2-20. Refer to the table of Exercise 2-2. Let A denote
the event that a sample is from supplier 1, and let B
denote the event that a sample conforms to specifica-
tions.
a) Are events A and B independent?
b) Determine P

B A

.
2-21. In a test of a printed circuit board using a ran-
dom test pattern, an array of 10 bits is equally likely
to be 0 or 1. Assume the bits are independent.
a) What is the probability that all bits are 1s?
b) What is the probability that all bits are 0s?
c) What is the probability that exactly 5 bits are 1s
and 5 bits are 0s?
2-22. The following circuit operates if and only if
there is a path of functional devices from left to right.
The probability that each device functions is as shown.
Assume that the probability that a device is functional
does not depend on whether or not other devices are
functional. What is the probability that the circuit
operates?
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a
0.9
A
0.8 0.7
0.95  0.95 0.95
b
2-23. Consider the bar code in Example 1.9. Suppose
that all 40 codes are equally likely (none is held back
as a delimiter). Let A denote the event that the first
bar is wide and B denote the event that the second
bar is wide. Determine the following:
P[A]
a) P[B]
b) P[A ∩ B]
c)
Are A and B independent events?
d)
2-24. Assume that A and B are independent events.
Show that the following pairs of events are also inde-
pendent.
A0
, B
a) A, B0
b) A0
, B0
c)
Bayes’ Theorem
2-25. A recreational equipment supplier finds that
among orders that include tents, 40% also include
sleeping mats. Only 5% of orders that do not include
tents do include sleeping mats. Also, 20% of orders
include tents. Determine the following probabilities:
a) The order includes sleeping mats.
b) The order includes a tent given it includes sleeping
mats.
2-26. The probabilities of poor print quality given no
printer problem, misaligned paper, high ink viscosity,
or printer-head debris are 0.1, 0.3, 0.4, and 0.6, re-
spectively. The probabilities of no printer problem,
misaligned paper, high ink viscosity, or printer-head
debris are 0.8, 0.02, 0.08, and 0.1, respectively.
a) Determine the probability of high ink viscosity
given poor print quality.
b) Given poor print quality, what problem is most
likely?
2-27. Police plan to enforce speed limits by using
radar traps at four different locations within the city
limits. The radar traps at each of the locations L1,
L2, L3, and L4 will be operated 40%, 30%, 20%, and
30% of the time. A person who is speeding on her
way to work has probabilities of 0.2, 0.1, 0.5, and 0.2,
respectively, of passing through these locations.
a) What is the probability that she will receive a
speeding ticket?
b) If the person received a speeding ticket on her way
to work, what is the probability that she passed
through the radar trap located at L2?
2-28. In the situation of Exercise 2-22, what is the
probability that device A
a) does not work if the system does not work?
b) does not work if the system operates?
2-29. A paint-store chain produces and sells latex and
semigloss paint. Based on long-range sales, the proba-
bility that a customer will purchase latex paint is 0.75.
Of those that purchase latex paint, 60% also purchase
rollers. But only 30% of semigloss paint buyers pur-
chase rollers. A randomly selected buyer purchases a
roller and a can of paint. What is the probability that
the paint is latex?
2-30. Denote by A, B, and C the events that a grand
prize is behind doors A, B, and C, respectively. Sup-
pose you randomly picked a door, say A. The game
host opened a door, say B, and showed there was no
prize behind it. Now the host offers you the option
of either staying at the door that you picked (A) or
switching to the remaining unopened door (C). Use
probability to explain whether you should switch or
not.
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Distributions
Learning Objectives
At the end of this chapter, you should be able to:
1. Understand random variables
2. Determine probabilities from probability mass functions and the reverse
3. Determine probabilities and probability mass functions from cumulative distribution
functions and the reverse
4. Calculate means and variances for discrete random variables
5. Understand the assumptions for some common discrete probability distributions
6. Select an appropriate discrete probability distribution to calculate probabilities in spe-
cific applications
7. Calculate probabilities and determine means and variances for some common discrete
probability distributions
3.1. Discrete Random Variables
Statistics is concerned with making inferences about populations and population character-
istics. Experiments are conducted with results that are subject to chance. The testing of a
number of electronic components is an example of a statistical experiment, a term that is
used to describe any process by which several chance observations are generated. It is often
important to allocate a numerical description to the outcome. For example, the sample space
giving a detailed description of each possible outcome when three electronic components are
tested may be written
S = {NNN, NND, NDN, NDD, DNN, DND, DDN, DDD}
where N denotes nondefective and D denotes defective. One is naturally concerned with the
number of defectives that occur. Thus, each point in the sample space will be assigned a
numerical value of 0, 1, 2, or 3. These values are, of course, random quantities determined by
the outcome of the experiment.
Definition 3.1
A random variable is a function that assigns a real number to each outcome in the
sample space of a random experiment.
We shall use a uppercase letter, say X, to denote a random variable and its corresponding
lowercase letter, x in this case, for one of its values. In the electronic component testing
illustration, if the random variable represents the number of defective items, we notice that
the random variable X assumes the value 2 for all outcomes of the event
E = {NDD, DND, DDN}
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and assumes the value 0 for the event E = {NNN}. In function notation,
X(NDD) = X(DND) = X(DDN) = 2
We can think of a random variable as a scheme for partitioning a sample space S into k (or
sometimes countably infinite) mutually exclusive events Ek exhaustive of S. In the electronic
component testing, these mutually exclusive and exhausive events of S arising from the random
variable X are
E0 = {NNN}
E1 = {NND, NDN, DNN}
E2 = {NDD, DND, DDN}
E3 = {DDD}
Example 3.1
Two balls are drawn in succession without replacement from an urn containing 4 red balls
and 3 black balls. If the random variable Y is the number of red balls, then
Outcome y
RR 2
RB 1
BR 1
BB 0
Example 3.2
A stockroom clerk returns three safety helmets at random to three steel mill employees who
had previously checked them. If Smith, Jones, and Brown, in that order, receive one of the
three hats, list the sample points for the possible orders of returning the helmets, and find
the value m of the random variable M that represents the number of correct matches.
If S, J, and B stand for Smith’s, Jones’s, and Brown’s helmets, respectively, then the possible
arrangements in which the helmets may be returned and the number of correct matches are
Outcome m
SJB 3
SBJ 1
JSB 1
JBS 0
BSJ 0
BJS 1
A random variable is called a discrete random variable if its set of possible values is
countable. When a random variable can take on values on a continuous scale, it is called a
continuous random variable.
In most practical problems, continuous random variables represent measured data, such as
all possible heights, weights, temperatures, distance, or life periods, whereas discrete random
variables represent count data, such as the number of defectives in a sample of k items, the
number of highway fatalities per year in a city, or the number of coin tosses until a tail turns
up.
3.2. Discrete Probability Distribution Functions
A discrete random variable assumes each of its values with a certain probability. In the
electronic testing illustration in Section 3.1, the probability that X assumes the value 2 is 3
8
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assuming the model of equally likely outcomes, and we write
P[X = 2] =
3
8
In Example 3.2, the probability for each value of the random variable M is summarized by
the table.
m 0 1 3
P[M = m] 1
3
1
2
1
6
Note that the values of m exhaust all possible cases and hence the probabilities add to 1.
Random variables are so important in random experiments that sometimes we essentially
ignore the original sample space of the experiment and focus on the probability distribution
of the random variable.
The probability distribution of a random variable X is a description of the probabilities
associated with the possible values of X. For a discrete random variable, the distribution is
often specified by just a list of the possible values along with the probability of each. In some
cases, it is convenient to express the probability in terms of a formula called the probability
mass function.
Definition 3.2
For a discrete random variable X with possible values x1, x2, . . . , xn, a probability
mass function is a function f(x) such that
(1) f(xi) ≥ 0
(2)
n
X
i=1
f(xi) = 1
(3) f(xi) = P[X = xi]
In Example 3.2, we can write the probability mass function of the random variable M as
f(m) =













1
3 m = 0
1
2 m = 1
1
6 m = 3
0 otherwise
while the probability mass function for the electronic component testing illustration can be
expressed by the formula
f(x) =
3
x

8
, x = 0, 1, 2, 3
Example 3.3
Let the random variable Y denote the number of semiconductor wafers that need to be
analyzed in order to detect a large particle of contamination. Assume that the probability
that a wafer contains a large particle is 0.01 and that the wafers are independent. Determine
the probability distribution of Y .
Let c denote a wafer in which a large particle is present, and let a denote a wafer in which
it is absent. The sample space of the experiment is infinite, and it can be represented as all
possible sequences that start with a string of a’s and end with c. That is,
S = {c, ac, aac, aaac, aaaac, . . .}
Consider a few cases. We have P[Y = 1] = P[c] = 0.01. Also, using the independence
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assumption, P[Y = 2] = P[{ac}] = 0.99(0.01) = 0.0099.
A general formula is
P[Y = y] = P[{aa . . . a
| {z }
(y−1) a’s
c}] = 0.99(y−1)
0.01, y = 1, 2, 3, . . .
We can see that Property (1) is satisfied by the random variables M, X and Y of Exam-
ple 3.2, the electronic component testing, and Example 3.3, respectively. Property (2) can be
easily verified for M and X and is left as an exercise for the random variable Y .
It is often helpful to look at a probability distribution in graphic form. One might plot the
points (m, f(m)) of Example 3.2 to obtain Figure 3.1. By joining the points to the horizontal
axis, we obtain a probability mass function plot. Figure 3.1 makes it easy to see what values
of m are most likely to occur.
Instead of plotting the points (m, f(m)), we more frequently construct rectangles, as in
Figure 3.2. Here the rectangles are constructed so that their bases of equal width are centered
at each value m and their heights are equal to the corresponding probabilities given by f(m).
The bases are constructed so as to leave no space between the rectangles. Figure 3.2 is called
a probability histogram.
Since each base in Figure 3.2 has unit width, P[M = m] is equal to the area of the rectangle
centered at m. Even if the bases were not of unit width, we could adjust the heights of the
rectangles to give areas that would still equal the probabilities of M assuming any of its values
m. This concept of using areas to represent probabilities is necessary for our consideration of
the probability distribution of a continuous random variable.
The probability histogram of Example 3.1 is shown in Figure 3.3.
0 1 3
1/6
1/3
1/2
m
f(m)
Figure 3.1: Probability mass function plot
0 1 3
1/6
1/3
1/2
m
f(m)
Figure 3.2: Probability histogram
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0 1 2
1/4
1/2
x
f(x)
Figure 3.3: Probability histogram for Example 3.1
3.3. Cumulative Distribution Functions
An alternate method for describing a random variable’s probability distribution is with cumu-
lative probabilities such as P[X ≤ x]. Furthermore, cumulative probabilities can be used to
find the probability mass function of a discrete random variable.
In general, for any discrete random variable X with possible values x1, x2, . . ., the events
X = x1, X = x2, . . . are mutually exclusive. Therefore,
P[X ≤ xi] =
X
xi≤x
P[X = xi]
This leads to the following definition.
Definition 3.3
The cumulative distribution function of a discrete random variable X, denoted as
F(x), is
F(x) = P[X ≤ x] =
X
xi≤x
P[X = xi] (3.1)
The cumulative distribution function F(x) of a discrete random variable satisfies the follow-
ing properties:
(1) F(x) =
X
xi≤x
f(xi)
(2) 0 ≤ F(x) ≤ 1
(3) If a ≤ b then F(a) ≤ F(b)
Even if a random variable can assume only integer values, the cumulative distribution func-
tion is defined at noninteger values. In Example 3.2,
P[M ≤ 1.5] = P[M = 0] + P[M = 1] =
1
3
+
1
2
=
5
6
The cumulative distribution function F(x) is piecewise constant in the interval xi ≤ x 
xi+1. This characteristic gives the graph similar to the staircase steps. The graph of the
cumulative distribution function of Example 3.2, which appears in Figure 3.4 is called a step
function. The function notation for this cumulative distribution function is
F(m) =













0 m  0
1
3 0 ≤ m  1
5
6 1 ≤ m  3
1 3 ≤ m
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−2 −1 0 1 2 3 4 5
1
3
5
6
1
m
F(m)
Figure 3.4: Cumulative distribution function for Example 3.2
Example 3.4
Determine the probability mass function of X from the cumulative distribution function:
F(x) =













0 x  −2
0.2 −2 ≤ x  0
0.7 0 ≤ x  2
1 2 ≤ x
The domain of the probability mass function are the included endpoints of each interval,
xi = −2, 0, 2. The value of f(x) at each xi is determined by f(xi) = F(xi) − F(xi−1) for
i = 1, 2, 3 and f(x1) is taken to be equal to F(x1).
f(x1) = f(−2) = F(x2) = F(0) = 0.2
f(x2) = f(0) = F(x2) − F(x1) = F(0) − F(−2) = 0.7 − 0.2 = 0.5
f(x3) = f(2) = F(x3) − F(x2) = F(2) − F(0) = 1 − 0.7 = 0.3
Therefore,
f(x) =







0.2 x = −2
0.5 x = 0
0.3 x = 2
f(xi) is the difference between values of F(x) at consecutive subintervals, and the xi’s are the left
endpoints of each subinterval.
3.4. Mean and Variance of a Random Variable
Consider the following. If two coins are tossed 16 times and X is the number of heads that
occur per toss, then the values of X are 0, 1, and 2. Suppose that the experiment yields no
heads, one head, and two heads a total of 4, 7, and 5 times, respectively. The average number
of heads per toss of the two coins is then
0(4) + 1(7) + 2(5)
16
= 1.0626
This is an average value of the data and yet it is not a possible outcome of {0, 1, 2}. Hence,
an average is not necessarily a possible outcome for the experiment.
Let us now restructure our computation for the average number of heads so as to have the
following equivalent form:
0

4
16

+ 1

7
16

+ 2

5
16

= 1.0625
34
 


	47. 3.4. Mean and  Variance of a Random Variable
The numbers 4
16, 7
16 and 5
16 are the fractions of the total tosses resulting in 0, 1, and 2 heads,
respectively. These fractions are also the relative frequencies for the different values of X in
our experiment. In fact, then, we can calculate the mean, or average, of a set of data by
knowing the distinct values that occur and their relative frequencies, without any knowledge
of the total number of observations in our set of data. Therefore, if 4
16 of the tosses result in
no heads, 7
16 of the tosses result in one head, and 5
16 of the tosses result in two heads, the mean
number of heads per toss would be 1.0625 no matter what the total number of tosses were.
This method of relative frequencies is used to calculate the average number of heads per
toss of two coins that we might expect in the long run. We shall refer to this average value as
the mean of the random variable X.
Definition 3.4
The mean or expected value of the discrete random variable X with probability mass
function f(x), denoted as µX of E[X] is
µX = E[X] =
X
all x
xf(x) (3.2)
We shall write µX simply as µ when it is clear to which random variable we refer.
For the random variable M in Example 3.2, its mean or expected value is
µ = E[M] = 0

1
3

+ 1

1
2

+ 3

1
6

= 1
On the average, one of the three mill employees will receive his helmet and the other two will
receive helmets switched between them.
Example 3.5
A lot containing 7 components is sampled by a quality inspector; the lot contains 4 good
components and 3 defective components. A sample of 3 is taken by the inspector. Find the
expected value of the number of good components in this sample.
Let X represent the number of good components in the sample. The mutually exclusive
events are X = 0, X = 1, X = 2 and X = 3 exhaustive of S.
x number of waysa f(x) xf(x)
0 1 1/35 0
1 12 12/35 12/35
2 18 18/35 36/35
3 4 4/35 12/35
Total 35 1 60/35
The inspector can expect 12
7 = 1.7 good components on the average.
a
see Example 1.12
Example 3.6
A salesperson for a medical device company has two appointments on a given day. At the
first appointment, he believes that he has a 70% chance to make the deal, from which he
can earn $1000 commission if successful. On the other hand, he thinks he only has a 40%
chance to make the deal at the second appointment, from which, if successful, he can make
$1500. What is his expected commission based on his own probability belief? Assume that
the appointment results are independent of each other.
Let Y denote the total commission of the salesperson in the appointments. The table below
summarizes his total commission and the associated probabilities in parentheses.
35
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1500 (0.4) 0 (0.6)
1000 (0.7) 2500 (0.28) 1000 (0.42)
0 (0.3) 1500 (0.12) 0 (0.18)
His expected commission is
µ = E[Y ] = 2500(0.28) + 1000(0.42) + 1500(0.12) + 0(0.18) = 1300
Examples 3.5 and 3.6 are designed to allow the reader to gain some insight into what we
mean by the expected value of a random variable.
The mean, or expected value, of a random variable X is of special importance in statistics
because it describes where the probability distribution is centered. By itself, however, the
mean does not give an adequate description of the shape of the distribution. We also need to
characterize the variability in the distribution. The most important measure of variability of
a random variable X is the variance.
Definition 3.5
Let X be a discrete random variable with probability mass function f(x) and mean
µ = E[X]. The variance of X, denoted σ2
X or V[X], is
σ2
X = V[X] = E
h
(X − µ)2
i
=
X
all x
(x − µ)2
f(x) (3.3)
We shall write the variance simply as σ2 when it is clear which random variable we refer.
Computing σ2 can be quite tedious using the definition. We derive another expression for
the variance that will be easier to apply.
σ2
X = V[X] =
X
(x − µ)2
f(x) =
X
(x2
− 2xµ + µ2
)f(x)
=
X
x2
f(x) −
X
2xµf(x) +
X
µ2
f(x)
=
X
x2
f(x) − 2µ
X
xf(x) + µ2
X
f(x)
=
X
x2
f(x) − 2µ(µ) + µ2
(1)
=
X
x2
f(x) − µ2
The alternate form of the variance of the random variable X is
σ2
X = V[X] =
X
all x
x2
f(x) − µ2
(3.4)
Example 3.7
Compute the variance of the random variable M of Example 3.2.
We show the computation for µ and σ2 via a table.
x f(x) xf(x) x2 x2f(x)
0 1/3 0 0 0
1 1/2 1/2 1 1/2
3 1/6 1/2 9 3/2
Total 1 2
We find µ =
P
xf(x) = 1 and σ2 =
P
x2f(x) − µ2 = 2 − (1)2 = 1.
The variance of Example 3.5 is found to be
X
x2
f(x) − µ2
=

0

1
35

+ 1

12
35

+ 4

18
35

+ 9

4
35

−

12
7
2
=
24
49
36
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