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	1. 1
Chapter Seven
Query Operations
  Relevance feedback
 Query expansion
Problems with Keywords
• May not retrieve relevant documents that
include synonymous terms.
◦ “restaurant” vs. “café”
◦ “PRC” vs. “China”
• May retrieve irrelevant documents that include
ambiguous terms.
◦ “bat” (baseball vs. mammal)
◦ “Apple” (company vs. fruit)
◦ “bit” (unit of data vs. act of eating)
Techniques for Intelligent IR
• Take into account the meaning of the words used
• Take into account the order of words in the query
• Adapt to the user based on automatic or semi-
automatic feedback
• Extend search with related terms
• Perform automatic spell checking / diacritics
restoration (diacritics-A mark added to a letter to
indicate a special pronunciation)
• Take into account the authority of the source.
Query operations
l No detailed knowledge of collection and retrieval
environment
difficult to formulate queries well designed for
retrieval
Need many formulations of queries for effective
retrieval
uFirst formulation: often naïve attempt to retrieve
relevant information
uDocuments initially retrieved:
Can be examined for relevance information by
user, automatically by the system
 Improve query formulations for retrieving
additional relevant documents
 


	2. 2
Query reformulation
•Two basic  techniques to revise query to account for
feedback:
–Query expansion: Expanding original query with
new terms from relevant documents.
• This is done by adding new terms to query from
relevant documents
–Term reweighting in expanded query: Modify term
weights based on user relevance judgements.
• Increase weight of terms in relevant documents
• decrease weight of terms in irrelevant documents
6
Approaches for Relevance Feedback
Approaches based on Users relevance feedback
 Relevance feedback with user input
Clustering hypothesis: known relevant documents contain terms which
can be used to describe a larger cluster of relevant documents
Description of cluster built interactively with user
assistance
Approaches based on pseudo relevance feedback
 Use relevance feedback methods without explicit user
involvement.
Obtain cluster description automatically
Identify terms related to query terms
e.g. synonyms, stemming variations, terms close to query terms
in text
User Relevance Feedback
• Most popular query reformulation strategy
• Cycle:
–User presented with list of retrieved documents
• After initial retrieval results are presented, allow the user to provide
feedback on the relevance of one or more of the retrieved documents.
–User marks those which are relevant
• In practice: top 10-20 ranked documents are examined
–Use this feedback information to reformulate the query.
• Select important terms from documents assessed relevant by users
–Enhance importance of these terms in a new query
• Produce new results based on reformulated query.
–Allows more interactive, multi-pass process.
• Expected:
–New query moves towards relevant documents and away from non-relevant
documents
User Relevance Feedback Architecture
Rankings
IR
System
Document
corpus
Ranked
Documents
1. Doc1
2. Doc2
3. Doc3
.
.
1. Doc1 
2. Doc2 
3. Doc3 
.
.
Feedback
Query
String
Revised
Query
ReRanked
Documents
1. Doc2
2. Doc4
3. Doc5
.
.
Query
Reformulation
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9
Refinement by relevance  feedback (cont.)
• In the vector model, a query is a vector of term weights; hence
reformulation involves reassigning term weights.
• If a document is known to be relevant, the query can be improved
by increasing its similarity to that document.
• If a document is known to be non-relevant, the query can be
improved by decreasing its similarity to that document.
• Problems:
• What if the query has to increase its similarity to two very non-similar
documents (each “pulls” the query in an entirely different direction)?
• What if the query has to be decrease its similarity to two very non-
similar documents (each “pushes” the query in an entirely different
direction)?
• Critical assumptions that must be made:
• Relevant documents resemble each other (are clustered).
• Non-relevant documents resemble each other (are clustered).
• Non-relevant documents differ from the relevant documents. 10
Refinement by relevance feedback (cont.)
• For a query q, denote
• DR : The set of relevant documents in the answer (as identified by the user)
• DN : The set of non-relevant documents in the answer.
• CR : The set of relevant documents in the collection (the ideal answer).
• Assume (unrealistic!) that CR is known in advance.
• It can then be shown that the best query vector for distinguishing
the relevant documents from the non-relevant documents is:
• The left expression is the centroid of the relevant documents, the
right expression is the centroid of the non-relevant documents.
• Note: This expression is vector arithmetic! dj are vectors, whereas
|CR| and |n – CR| are scalars.
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Refinement by relevance feedback (cont.)
• Since we don’t know CR, we shall substitute it by DR in
each of the two expressions, and then use them to modify
the initial query q:
• a, b, and g are tuning constants; for example, 1.0, 0.5,
0.25.
• Note: This expression is vector arithmetic! q and dj are
vectors, whereas |DR|, |DN|, a, b, and g are scalars.
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Refinement by relevance feedback (cont.)
• Positive feedback factor. Uses the user's judgments
on relevant documents to increase the values of terms. Moves
the query to retrieve documents similar to relevant documents
retrieved (in the direction of more relevant documents).
• Negative feedback factor. Uses the user's judgments
on non-relevant documents to decrease the values of terms.
Moves the query away from non-relevant documents.
• Positive feedback often weighted significantly more than
negative feedback; Sometimes, only positive feedback is used.
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Refinement by relevance  feedback (cont.)
• Example:
• Assume query q = (3,0,0,2,0) retrieved three documents: d1, d2, d3.
• Assume d1 and d2 are judged relevant and d3 is judged non-relevant.
• Assume the tuning constants used are 1.0, 0.5, 0.25.
k1 k2 k3 k4 k5
q 3 0 0 2 0
d1 2 4 0 0 2
d2 1 3 0 0 0
d3 0 0 4 3 3
qnew 3.75 1.75 0 1.25 0
The revised query is:
qnew = (3, 0, 0, 2, 0)
+ 0.5 * ((2+1)/2, (4+3)/2, (0+0)/2, (0+0)/2, (2+0)/2)
– 0.25 * (0, 0, 4, 3, 3)
= (3.75, 1.75, –1, 1.25, 0)
= (3.75, 1.75, 0, 1.25, 0)
14
Refinement by relevance feedback (cont.)
• Using a simplified similarity formula (the nominator only of the cosine):
we can compare the similarity of q and qnew to the three documents:
d1 d2 d3
q 6 3 6
qnew 14.5 9 3.75
• Compared to the original query, the new query is indeed more similar to
d1, d2. (which were judged relevant), and less similar to d3 (which was
judged non-relevant).
similarity d j ,q
i 1
t
W i , j Wi ,q
15
• Problem: Relevance feedback may not operate satisfactorily, if the
identified relevant documents do not form a tight cluster.
• Possible solution: Cluster the identified relevant documents, then split the
original query into several, by constructing a new query for each cluster.
• Problem: Some of the query terms might not be found in any of the
retrieved documents. This will lead to reduction of their
relative weight in the modified query (or even elimination).
Undesirable, because these terms might still be found in future
iterations.
• Possible solutions: Ensure that the original terms are kept; or present all
modified queries to the user for review.
• Problem: New query terms might be introduced that conflict with the
intention of the user
•Possible solutions: Present all modified queries to the user for review.
Refinement by relevance feedback (cont.)
16
Refinement by relevance feedback (cont.)
• Conclusion: Experimentation showed that user relevance
feedback in the vector model gives good results.
• However:
• Users are sometimes reluctant to provide explicit feedback
• Results in long queries that needs more computation to
retrieve, which is a lot of time for search engines.
• Makes it harder to understand why a particular document was
retrieved.
• “Fully automatic” relevance feedback: The rank values for
the documents in the first answer are used as relevance
feedback to automatically generate the second query (no human
judgment).
• The highest ranking documents are assumed to be relevant
(positive feedback only).
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Pseudo Relevance Feedback
•  Just assume the top m retrieved documents are relevant,
and use them to reformulate the query.
• Allows for query expansion that includes terms that are
correlated with the query terms.
 Two strategies:
– Local strategies: Approaches based on information derived
from set of initially retrieved documents (local set of
documents)
– Global strategies: Approaches based on global information
derived from document collection
Pseudo Feedback Architecture
Rankings
IR
System
Document
corpus
Ranked
Documents
1. Doc1
2. Doc2
3. Doc3
.
.
Query
String
Revised
Query
ReRanked
Documents
1. Doc2
2. Doc4
3. Doc5
.
.
Query
Reformulation
1. Doc1 
2. Doc2 
3. Doc3 
.
.
Pseudo
Feedback
Local analysis
 Examine documents retrieved for query to determine
query expansion
No user assistance
• Synonymy association: terms that frequently co-occur
inside local set of documents
 At query time, dynamically determine similar terms
based on analysis of top-ranked retrieved documents.
 Base correlation analysis on only the “local” set of
retrieved documents for a specific query.
 Avoids ambiguity by determining similar (correlated)
terms only within relevant documents.
“Apple computer”  “Apple computer Powerbook
laptop”
Association Matrix
w1 w2 w3 …………………..wn
w1
w2
w3
.
.
wn
c11 c12 c13…………………c1n
c21
c31
.
.
cn1
cij: Correlation factor between term i and term j
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Clusters
• Synonymy association:  terms that frequently co-occur
inside local set of documents
• Clustering techniques
– Query-index term association matrix (normalised)
– Where, tf(ti, d) is frequency of term i in document d
; Ci,j is association factor between term i and term j
;
– Term-term (e.g., stem-stem) association matrix is
normalised using mi,j
– Normalized score mi,j is 1 if two terms have the
same frequency in all documents
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Example
• Given:
Doc 1 = D D A B C A B C
Doc 2 = E C E A A D
Doc 3 = D C B B D A B C A
Doc 4 = A
• Query: A E E
What is the New Reformulated Query using
synonymous association matrix?
Global analysis
• Expand query using information from whole set of
documents in collection
• Approach to select terms for query expansion
– Determine term similarity through a pre-computed
statistical analysis of the complete corpus.
• Compute association matrices which quantify term
correlations in terms of how frequently they co-occur.
• Expand queries with statistically most similar terms.
Problems with Global Analysis
• Term ambiguity may introduce irrelevant
statistically correlated terms.
– “Apple computer”  “Apple red fruit computer”
• Since terms are highly correlated anyway,
expansion may not retrieve many additional
documents.
 


	7. 7
Global vs. Local  Analysis
• Global analysis requires intensive term correlation
computation only once at system development time.
• Global – Thesaurus used to help select terms for
expansion.
• Local analysis requires intensive term correlation
computation for every query at run time (although
number of terms and documents is less than in global
analysis).
• Local – Documents retrieved are examined to
automatically determine query expansion. No relevance
feedback needed.
• Generally local analysis gives better results.
Query Expansion Conclusions
• Expansion of queries with related terms can improve
performance, particularly recall.
• However, must select similar terms very carefully to avoid
problems, such as loss of precision.
26
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