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	1. RUTEO Y CONMUTACION  I
1
Tema
Routing IP
 


	2. What is a  Router?
 A router is a specialized computer!
 It sends packets over the data network.
 It is responsible for interconnecting networks by selecting the best path
for a packet to travel and forwarding packets to their destination
 The first router (ARPANET):
 IMP (Interface Message Processor)
 Honeywell 516 minicomputer
 August 30, 1969
Leonard Kleinrock and the first IMP.
 


	3. Capacity of Router  = N x R (measured by packets per second)
N = number of linecards (Typically 8 - 32 per chassis)
R = line-rate (1Gb/s, 2.5Gb/s, 10Gb/s, 40Gb/s, 100Gb/s)
Capacity of Router
 


	4. Cisco GSR 12816
Capacity:  640Gb/s
Juniper T640
Capacity: 320Gb/s
What is a Router?
 


	5. Routers Vendors
  


	6. 6
Two key router  functions
Control plane: run
routing protocols (RIP, OSPF,
BGP)
Data plane: forwarding
packets from incoming to
outgoing link
routing
table
Routing
functions
IP
Forwarding
routing table
lookup
routing table
updates
incoming IP
datagrams
outgoing IP
datagrams
routing
protocol
routing
protocol
 


	7. Router Architecture
  


	8. Input port functions
decentralized  switching:
 given datagram dest., lookup output
port using forwarding table in input port
memory
 goal: complete input port processing at
‘line speed’
 queuing: if datagrams arrive faster than
forwarding rate into switch fabric
physical layer:
bit-level reception
data link layer:
e.g., Ethernet
 


	9. • Transfer packet  from input buffer to appropriate output
buffer
• Switching rate: rate at which packets can be transfer from
inputs to outputs
• often measured as multiple of input/output line rate
• N inputs: switching rate N times line rate desirable
• Three types of switching fabrics
Switching Fabric
 


	10. Switching Fabric
  


	11. The input port  receives the packets.
The packet was copied from the
input port into memory of the routing
processor (on the input port).
The routing processor extracted the
destination address from the header,
looked up the appropriate output
port in the routing table, and copied
the packet to the output port's
buffers.
Ex. Cisco Catalyst 8500
Switching Fabric
via Memory
April 1998
 


	12. • Datagram from  input port memory
to output port memory via a
shared bus
• bus contention: switching speed
limited by bus bandwidth
• 1 Gbps bus, Cisco 1900: sufficient
speed for access and enterprise
routers
Switching Fabric
via Bus
June 2009
 


	13. • Overcome bus  bandwidth
limitations
• Banyan networks, crossbar, other
interconnection nets initially
developed to connect processors
in multiprocessor
• advanced design: fragmenting
datagram into fixed length cells,
switch cells through the fabric.
• Cisco 12000: switches 60 Gbps
through the interconnection
network
Switching Fabric
via Crossbar
 


	14. • The routing  processor performs the functions of the network
layer.
• The destination address is used to find the address of the next
hop and, at the same time, the output port number from which
the packet is sent out.
• This activity is sometimes referred to as table lookup because
the routing processor searches the routing table.
• The most important complicating factor is that backbone routers
must operate at high speeds, being capable of performing
millions of lookups per second, so we have several algorithms to
accomplish that, like:
• Tire based Algorithm,
• Multibit Tire Algorithm,
• Compressed Tries,
• Binary Search.
Routing Processor
 


	15. Output Ports
 Buffering  required when datagrams arrive
from fabric faster than the transmission rate
 Queuing: Scheduling discipline chooses
among queued datagrams for transmission
CPE 401/601 Lecture 11 :
Router Architectures
15
 


	16. How much buffering?
  RFC 3439 rule of thumb:
 A router needs a buffer size:
 2T is the two-way propagation delay (or just 250ms)
 C is capacity of bottleneck link
 e.g., C = 10 Gps link:
 2.5 Gbit buffer
 Recent recommendation:
 with N flows(Typical backbone link has > 20,000
flows),buffering equal to
RTT C
.
N
CPE 401/601 Lecture 11 :
Router Architectures
16
C
Router
Source Destination
2T
C
T
B 
 2
 


	17. Switch Device: is  a central network device that
connects all nodes in a star topology.
Also it is concentrator (a device that can have multiple
inputs and outputs all active at one time).
Review
Interconnection Switching Fabric: is a fabric which
connects the router's input ports to its output ports.
Review
Router - Switching can be accomplished in a number
of ways (Switching via Memory , Switching via Bus ,
and Switching via Crossbar).
Review
Switching Architecture
 


	18. Input Links Output  Links
Switch
Forwarding Table
Processor
a
b
c
f
i
a
b
c
f
i
Router
Prefix Output Link
0 a
00 b
01 c
1 d
10 e
1100 f
1101 g
1110 h
1111 i
 


	19. Compressed
1-Bit Trie Algorithm
Prefix  Output Link
0 a
00 b
01 c
1 d
10 e
1100 f
1101 g
1110 h
1111 i
Router
 


	20. Input Links Output  Links
Switch
Forwarding Table
Processor
a
b
c
f
i
a
b
c
f
i
Prefix Output Link
0 a
00 b
01 c
1 d
10 e
1100 f
1101 g
1110 h
1111 i
Compressed
1-Bit Trie Algorithm
1100
1100
f
Router
 


	21. Input Links Output  Links
Switch
Forwarding Table
Processor
a
b
c
f
i
a
b
c
f
i
Prefix Output Link
0 a
00 b
01 c
1 d
10 e
1100 f
1101 g
1110 h
1111 i
1100
Centralized
Switching
Router
 


	22. Input Links Output  Links
Switch
Forwarding Table
Processor
a
b
c
f
i
a
b
c
f
i
Prefix Output Link
0 a
00 b
01 c
1 d
10 e
1100 f
1101 g
1110 h
1111 i
00
Decentralized
Switching
Router
 


	23. Forwarding
Forwarding means to  place the packet in its route to its
destination. Forwarding requires a host or a router to
have a routing table. When a host has a packet to send
or when a router has received a packet to be forwarded,
it looks at this table to find the route to the final
destination
 


	24. Techniques for
Forwarding Packets
  Source Routing
 Packet carries path
 Table of virtual circuits
 Connection routed through network to setup
state
 Packets forwarded using connection state
 Table of global addresses (IP)
 Routers keep next hop for destination
 Packets carry destination address
 


	25. Source Routing
 List  entire path in packet
 Driving directions
 Router processing, one option
 Examine first step in directions
 Strip first step from packet
 Forward to step just stripped off
 Or the address can be implemented by a
linked list in the packet header.
 


	26. Source Routing Example
Receiver
Packet  3,4,3
Sender
2
3
4
1
2
3
4
1
2
3
4
1
R1
R2
R1
4,3
3
 


	27. Virtual Circuits/Tag
Switching
 Use  the telephone model virtual circuits
 Each flow is identified by a Virtual Circuits Identifier (VCI).
 Connection setup phase, Signaling
 Use other means to route setup request
 Each router allocates flow ID on local link
 Creates mapping of inbound flow ID/port to outbound flow ID/port
 Each packet carries connection ID
 Sent from source with 1st hop connection ID
 Router processing
 Lookup flow ID – simple table lookup
 Replace flow ID with outgoing flow ID
 Forward to output port
 


	28. Virtual Circuits
Example
Receiver
Packet
1,5   3,7
Sender
2
3
4
1
1,7  4,2
2
3
4
1
2
3
4
1
2,2  3,6
R2
R3
R1
5 7
2
6
In-port In-VCI Out-port Out-VCI
1 5 3 7
4 11 0 8
Lookup table for
Switch R1
 


	29. Forwarding with
Classfull Address
  


	30. Forwarding with
Classless Address
  


	31. IP Routing
 IP  routing is also called IP forwarding
 It is the process use by routers to send
packets at the network layer.
 IP routing protocols refers to the protocols
the routers use to implement the routing
tables
 


	32. IP Routing
  


	33. IP Routing
 Criteria  that could (ideally) be used to make
routing decisions:
 Network characteristics
 Network topology
 Network load
 Datagram length
 Type of service requested in the datagram’s header
 IP routing software:
 Normally does not consider most of these factors
 Makes decisions based on fixed assumptions about
shortest paths
 


	34. Processing of an  IP
packet/datagram
IP router: IP forwarding enabled
Host: IP forwarding disabled
 


	35.  Processing of  IP datagrams is very similar on an IP
router and a host
 Main difference:
“IP forwarding” is enabled on router and disabled on
host
 IP forwarding enabled
 if a datagram is received, but it is not for the local
system, the datagram will be sent to a different system
 IP forwarding disabled
 if a datagram is received, but it is not for the local
system, the datagram will be dropped
Processing of an IP
packet/datagram
 


	36. Processing of an  IP
datagram at a router
1. IP header validation
2. Process options in IP header
3. Parsing the destination IP address
4. Routing table lookup
5. Decrement TTL
6. Perform fragmentation (if
necessary)
7. Calculate checksum
8. Transmit to next hop
9. Send ICMP packet (if necessary)
Receive an
IP datagram
 


	37. Routing tables
 Each  router and each host keeps a routing table which tells the
router where to forward an outgoing packet
 Main columns:
1. Destination address: where is the IP datagram going to?
2. Next hop: how to send the IP datagram?
3. Interface: what is the output port?
 Next hop and interface column can often be summarized as one
column
Destination Next
Hop
interface
10.1.0.0/24
10.1.2.0/24
10.2.1.0/24
10.3.1.0/24
20.1.0.0/16
20.2.1.0/28
direct
direct
R4
direct
R4
R4
eth0
eth0
serial0
eth1
eth0
eth0
Routing table of a host or router
IP datagrams can be directly delivered
(“direct”) or is sent to a router (“R4”)
 


	38. 38
Type of routing  table
entries
 Network route
 Destination addresses is a network address (e.g., 10.0.2.0/24)
 Most entries are network routes
 Host route
 Destination address is an interface address (e.g., 10.0.1.2/32)
 Used to specify a separate route for certain hosts
 Default route
 Used when no network or host route matches
 The router that is listed as the next hop of the default route is the
default gateway.
 Loopback address
 Routing table for the loopback address (127.0.0.1)
 The next hop lists the loopback (lo0) interface as outgoing
interface
 


	39. Forwarding Table/FIB
 Forwarding  table determines how packets are sent
through the router
 Often called the FIB – Forwarding Information Base
 Made from routing table built by routing protocols
 Best routes from routing tables are installed
 Performs the lookup to find next-hop and outgoing
interface
 Switches the packet with new encapsulation as per
the outgoing interface
 


	40. Forwarding Table
nancy@sluggo.lab> show  route forwarding-table
Internet:
Destination Type RtRef Nexthop Type Index NhRef Netif
10.100.71.0/24 user 0 10.100.67.254 ucst 18 74212 GigE0.0
10.100.71.224/27 user 2 10.100.67.254 ucst 18 74212 GigE0.0
10.250.1.36/30 intf 0 ff.3.0.21 ucst 27 1 so-2/0/0.0
10.250.1.37/32 intf 0 10.250.1.37 locl 26 1
10.250.1.103/32 dest 0 10.250.1.103 bcst 37 1 ge-7/2/0.0
---(more)---
 


	41. Routing Tables Feed  the
Forwarding Table
BGP 4 Routing Table
OSPF – Link State Database
Static Routes
Routing
Information
Base
(RIB)
Forwarding
Information
Base
(FIB)
Connected Routes
 


	42. IP Routing Types
  Classless routing
 route entries include
 destination
 next-hop
 mask (prefix-length) indicating size of address space
described by the entry
 Longest match
 for a given destination, find longest prefix match in the
routing table
 example: destination is 35.35.66.42
 routing table entries are 35.0.0.0/8, 35.35.64.0/19 and
0.0.0.0/0
 All these routes match, but the /19 is the longest match
 


	43. =
Routing table lookup:
Longest  Prefix Match
Longest Prefix Match: Search for the
routing table entry that has the longest
match with the prefix of the destination IP
address
1. Search for a match on all 32 bits
2. Search for a match for 31 bits
…..
32. Search for a match on 0 bits
Host route, loopback entry
 32-bit prefix match
Default route is represented as 0.0.0.0/0
 0-bit prefix match
128.143.71.21
The longest prefix match for
128.143.71.21 is for 24 bits
with entry 128.143.71.0/24
Packet will be sent to R4
Destination addressNext hop
10.0.0.0/8
128.143.0.0/16
128.143.64.0/20
128.143.192.0/20
128.143.71.0/24
128.143.71.55/32
0.0.0.0/0 (default)
R1
R2
R3
R3
R4
R3
R5
 


	44. Route Aggregation
 Longest  prefix match algorithm permits to
aggregate prefixes with identical next hop
address to a single entry
 This contributes significantly to reducing the size
of routing tables of Internet routers
Destination Next Hop
10.1.0.0/24
10.1.2.0/24
10.2.1.0/24
10.3.1.0/24
20.0.0.0/8
R3
direct
direct
R3
R2
Destination Next Hop
10.1.0.0/24
10.1.2.0/24
10.2.1.0/24
10.3.1.0/24
20.2.0.0/16
20.1.1.0/28
R3
direct
direct
R3
R2
R2
 


	45. How do routing  tables
get updated?
 Adding an interface:
 Configuring an interface eth2 with
10.0.2.3/24 adds a routing table
entry:
 Adding a default gateway:
 Configuring 10.0.2.1 as the
default gateway adds the entry:
 Static configuration of network
routes or host routes
 Update of routing tables through
routing protocols
 ICMP messages
Destination Next Hop/
interface
10.0.2.0/24 eth2
Destination Next Hop/
interface
0.0.0.0/0 10.0.2.1
 


	46. Routing table
manipulations with  ICMP
 When a router detects that an IP datagram should have gone
to a different router, the router (here R1)
 forwards the IP datagram to the correct router
 sends an ICMP redirect message to the host
 Host uses ICMP message to update its routing table
 


	47. Routing Component
 Three  important routing elements :
 algorithm
 database
 protocol
 Algorithm : can be differentiate based on
several key characteristics
 Database : table in routers or routing table
 Protocol: the way information for routing to
be gathered and distributed
 


	48. Routing Protocols
 Routing  protocol : protocol to exchange of
information between routers about the current
state of the network
 Routing protocol jobs
 create routing table entries
 keep routing table up-to-date
 compute the best choice for the next hop
router
 


	49. Routing Metrics
 How  do we decide that one route is better than
another?
 Solution : using a metric as a measurement to
compare routes
 Metrics may be: distance, throughput, delay,
error rate, and cost.
 Today, IP supports Delay, Throughput,
Reliability and Cost (DTRC).
 Routing Protocol determine the best path
based on the route with the lowest cost.
 


	50. Hop Count =  Distance
 A hop is defined as a passage through
one router
R1 R2
R3
1 hop 1 hop
1 hop 1 hop
2 hops
 


	51. 51
Routing Algorithm Types
  Unicast vs Multicast
 Static vs Dynamic
 Source routing vs Hop-by-hop
 Distance vector vs Link state
 


	52. Routing Algorithm:
Unicast
In unicasting,  the router forwards the
received packet through only one of its
interfaces (1 source  1 destination)
 


	53. Routing Algorithm:
Multicast
In multicasting,  the router may forward the
received packet through several of its interfaces
 


	54. Routing Algorithm:
Static Route
  Manually configuration routing table
 Can’t react dynamically to network change such as router’s
crash
 Work well with small network or simple topology
 Unix hosts use command route to add an entry
 Cisco Router use command ip route to add an entry
 Juniper Routers use command set routing-options static route
to add entry.
point to point
connection
route to this
way only, no need
for update
 


	55. Routing Algorithm:
Static Route  Linux
 


	56. Routing Algorithm:
Dynamic Route
  Network protocol adjusts automatically for topology
or traffic changes
 Routing protocol maintains and distributes routing
information
Update Routing Information
Routing
Table
Routing
Table
Routing
Protocol
Routing
Protocol
 


	57. Routing Algorithm:
Source Routing
  Route specified by
source
Types
 Strict Source and Record
Route (SSRR)
 Loose Source and Record
Route (LSRR)
 


	58. Centralized vs. Distributed
Routing  Algorithms
Centralized:
 A centralized route server collects routing
information and network topology, makes route
selection decisions, then distributes them to routers
Distributed:
 Routers cooperate using a distributed protocol
 to create mutually consistent routing tables
 Two standard distributed routing algorithms
 Link State (LS) routing
 Distance Vector (DV) routing
 


	59. Distance vector (DV)
Algorithm
  Each router has unique ID
 Each router knows cost of its outgoing links
 Router starts with distance vector “0” for itself, and
“infinity” for all other destinations
 Transmits DV to each neighbor -- periodically or upon
change
 Saves the most recently received DV from each neighbor
 Calculates new DV based on minimizing cost for each
destination
 Recalculations occur when:
 DV with new values received from a neighbor
 Link(s) fails
 


	60. Operation of Distance
Vector  Routing (1)
From E Link Cost
E local 0
From A Link Cost
A local 0
From D Link Cost
D local 0
From C Link Cost
C local 0
From B Link Cost
B local 0
A B
C
E
D
1
2
3 4
5
6
A=0
Numbers on links represent
link identifiers (not cost)
Letters represent
Node names
 


	61. Operation of Distance
Vector  Routing (2)
From E Link Cost
E local 0
From A Link Cost
A local 0
From D Link Cost
D local 0
A 3 1
From C Link Cost
C local 0
From B Link Cost
B local 0
A 1 1
A B
C
E
D
1
2
3 4
5
6
B=0, A=1
D=0, A=1
 


	62. Operation of Distance
Vector  Routing (3)
From E Link Cost
E local 0
B 4 1
A 4 2
D 6 1
From A Link Cost
A local 0
B 1 1
D 3 1
From D Link Cost
D local 0
A 3 1
From C Link Cost
C local 0
B 2 1
A 2 2
From B Link Cost
B local 0
A 1 1
A B
C
E
D
1
2
3 4
5
6
E=0, B=1, A=2,
D=1
A=0, B=1, D=1
C=0, B=1, A=2
 


	63. Operation of Distance
Vector  Routing (4)
From E Link Cost
E local 0
B 4 1
A 4 2
D 6 1
C 5 1
From A Link Cost
A local 0
B 1 1
D 3 1
From D Link Cost
D local 0
A 3 1
B 3 2
E 6 1
From C Link Cost
C local 0
B 2 1
A 2 2
From B Link Cost
B local 0
A 1 1
D 1 2
C 2 1
E 5 1
A B
C
E
D
1
2
3 4
5
6
E=0, B=1, A=2,
D=1, C=1
B=0, A=1, D=2,
C=1, E=1
D=0, A=1, B=2
E=1
 


	64. Operation of Distance
Vector  Routing (5)
A B
C
E
D
1
2
3 4
5
6 From E Link Cost
E local 0
B 4 1
A 4 2
D 6 1
C 5 1
From A Link Cost
A local 0
B 1 1
D 3 1
C 1 2
E 1 2
From D Link Cost
D local 0
A 3 1
B 3 2
E 6 1
C 6 2
From C Link Cost
C local 0
B 2 1
A 2 2
E 5 1
D 5 2
From B Link Cost
B local 0
A 1 1
D 1 2
C 2 1
E 5 1
These do not alter
routing tables further
Thus, no new
updates generated
DV routing has now converged
 


	65. Drawbacks of
Distance-vector Routing
  Slow convergence after topology change
 “Counting to infinity” problem:
 Loop exists
 DVs do not converge till the link costs reach “infinity ”
 Problematic convergence with unequal link
costs
 Bouncing effect:
 The bouncing effect" is produced by a link failure, and temporal
inconsistent routing tables in some nodes of the network caused
by the link failure and a wrong order of the distance vector
message delivery.
 Data packets circulate in the loop till time-to-live (TTL) expires
 


	66. Drawbacks of Distance  Vector
Routing: Counting to “Infinity” (1)
A B
C
E
D
1
2
3 4
5
6
From A Link Cost
A local 0
B 3 3
D 3 1
C 3 3
E 3 2
A’s stable routing table
after link 1 fails
From D Link Cost
D local 0
A 3 1
B 6 inf
E 6 inf
C 6 inf
D’s routing table
immediately
after link 6 fails
Link 6 fails
A=0, B=3, D=1,
C=3, E=2
A transmits its last
DV before D does
 


	67. Drawbacks of Distance  Vector
Routing: Counting to “Infinity” (2)
A B
C
E
D
1
2
3 4
5
6
From A Link Cost
A local 0
B 3 3
D 3 1
C 3 3
E 3 2
From D Link Cost
D local 0
A 3 1
B 3 4
E 3 3
C 3 4
D=0, A=1, B=4,
E=3, C=4
D transmits its
updated DV
D updates its routing table
 


	68. Drawbacks of Distance  Vector
Routing: Counting to “Infinity” (3)
A B
C
E
D
1
2
3 4
5
6
From A Link Cost
A local 0
B 3 5
D 3 1
C 3 5
E 3 4
From D Link Cost
D local 0
A 3 1
B 3 4
E 3 3
C 3 4
We are in an
infinite loop!
Then A updates its routing table
A=0, B=5, D=1,
C=5, E=4
A transmits its
updated DV
 


	69. Drawbacks of Distance  Vector
Routing: Bouncing Effect (1)
A B
C
E
D
1
2
3 4
5
6 From E Link Cost
E local 0
A 5 2
B 4 1
C 4 2
D 6 1
From A Link Cost
A local 0
B 1 1
C 1 2
D 3 1
E 3 2
From D Link Cost
D local 0
A 3 1
B 3 2
C 3 3
E 6 1
All links except 5 have unit
cost, link 5 cost = 10
From B Link Cost
B local 0
A 1 1
C 2 1
D 1 2
E 4 1
From Link Cost
A  C 1 2
B  C 1 1
C  C local 0
D  C 3 3
E  C 4 2
Routes towards C
 


	70. Drawbacks of Distance  Vector
Routing: Bouncing Effect (2)
A B
C
E
D
1
2
3 4
5
6 From E Link Cost
E local 0
A 6 2
B 4 1
C 4 2
D 6 1
From A Link Cost
A local 0
B 1 1
C 1 2
D 3 1
E 3 2
From D Link Cost
D local 0
A 3 1
B 3 2
C 3 3
E 6 1
All links except 5 have
unit cost, link 5 cost = 10
Link 2 fails
From B Link Cost
B local 0
A 1 1
C 2 inf
D 1 2
E 4 1
B’s routing table
immediately after
link 2 fails
From Link Cost
A  C 1 2
B  C 2 inf
C  C local 0
D  C 3 3
E  C 4 2
Routes towards C
Routes towards C
immediately after
B’s update of its
routing table
A=0, B=1, C=2,
D=1,E=2
A transmits its DV
before B does
 


	71. Drawbacks of Distance  Vector
Routing: Bouncing Effect (3)
A B
C
E
D
1
2
3 4
5
6 From E Link Cost
E local 0
A 6 2
B 4 1
C 4 2
D 6 1
From A Link Cost
A local 0
B 1 1
C 1 2
D 3 1
E 3 2
From D Link Cost
D local 0
A 3 1
B 3 2
C 3 3
E 6 1
From Link Cost
A  C 1 2
B  C 1 3
C  C local 0
D  C 3 3
E  C 4 2
All links except 5 have unit
cost, link 5 cost = 10
Routes towards C
A’s DV produces
no change at D
From B Link Cost
B local 0
A 1 1
C 1 3
D 1 2
E 4 1
However, B
updates its routing
table based on DV
from A (causing the
route towards C to
change also)
B=0, A=1, C=3,
D=1,E=1
B transmits its new DV
 


	72. Drawbacks of Distance  Vector
Routing: Bouncing Effect (4)
A B
C
E
D
1
2
3 4
5
6 From E Link Cost
E local 0
A 6 2
B 4 1
C 4 4
D 6 1
From A Link Cost
A local 0
B 1 1
C 1 4
D 3 1
E 3 2
From D Link Cost
D local 0
A 3 1
B 3 2
C 3 3
E 6 1
From Link Cost
A  C 1 4
B  C 1 3
C  C local 0
D  C 3 3
E  C 4 4
From B Link Cost
B local 0
A 1 1
C 1 3
D 1 2
E 4 1
All links except 5 have unit
cost, link 5 cost = 10
Further DV exchanges
produce no change in
routing tables! Both
routing and distances
have (temporarily)
stabilized
Routes towards C
Loop!
Packets for C can now “bounce” between A and B
 


	73. Some Solutions for  Problems in
Distance Vector Routing
 Split Horizon: If A routes packets for X via B, it
should not announce to B that X is a short distance
from A!
 Simple: Omit from DV any info about
destinations routed on the link
 “Poisonous reverse”: Set distance of
destination routed on the link to infinity(16)
 Triggered Updates: transmit updates as soon
as routing table changes, don’t wait for end of update
period
A X
B
 


	74. Routing Protocols: Link
State  (LS) Routing
Each router:
 Identifies itself to all its neighbors
 Constructs a link state packet (LSP) with:
 Names of each neighbor
 Cost of link to each neighbor
 Floods its LSP in the network
 Stores most recent copy of LSP from every other
router
 Using LSPs constructs a full map of network
topology, and computes shortest route(s) to each
destination (using an appropriate shortest path
algorithm, such as Dijkstra’s)
 


	75. Shortest Path First  (SPF)
Algorithm
 Link-state routing protocols (a.k.a. shortest
path first protocols) are based on Edsger
Dijkstra’s shortest path first (SPF)
algorithm.
Distance Vector Link-State
 


	76. Shortest Path First  (SPF)
Algorithm
 Shortest path from R2 to the R3 LAN:
 R2 to R1: 20
 R1 to R3: 5
 R3 - R3 LAN: 2
Cost: 27
Each router calculates the SPF
algorithm and determines the
cost from its own perspective.
 


	77. R1 SPF Tree
77
  


	78. R2 SPF Tree
78
  


	79. R3 SPF Tree
79
  


	80. R4 SPF Tree
80
  


	81. R5 SPF Tree
81
  


	82. Link-State Routing Process
1.  Each router learns about its own links, its own directly connected networks.
(Interface is “up”)
2. Each router is responsible for meeting its neighbors on directly connected
networks. (OSPF Hello packets)
3. Each router builds a link-state packet (LSP) containing the state of each
directly connected link. (neighbor ID, link type, and bandwidth)
4. Each router floods the LSP to all neighbors, who then store all LSPs
received in a database.
 Neighbors then flood the LSPs to their neighbors until all routers in the
area have received the LSPs.
5. Each router uses the database to construct a complete map of the topology
and computes the best path to each destination network.
 The SPF algorithm is used to construct the map of the topology and to
determine the best path to each network. (Road map)
 All routers will have a common map or tree of the topology, but each
router will independently determine the best path to each network within
that topology.
 


	83.  Step 1:  Each router learns about its own links, its own directly
connected networks.
 Interface configured with an IP address/subnet mask.
 Directly connected networks are now part of the routing table
 Regardless of the routing protocols used.
 A link is an interface on a router.
 For the link participate in the link-state routing process, it must be:
 In the up state.
 Included in the routing protocol
Step 1: Learning About
Directly Connected
Networks
 


	84.  Link states  - Information about the state of a
router’s links
 This information includes interface’s:
 IP address/mask
 Type of network
 Ethernet (broadcast) or serial point-to-point
link
 Cost of that link
 Any neighbor routers on that link
Link 2
• Network: 10.2.0.0/16
• IP address: 10.2.0.1
• Type of network: Serial
• Cost of that link: 20
• Neighbors: R2
Link 3
• Network: 10.3.0.0/16
• IP address: 10.3.0.1
• Type of network: Serial
• Cost of that link: 5
• Neighbors: R3
Link 4
• Network: 10.4.0.0/16
• IP address: 10.4.0.1
• Type of network: Serial
• Cost of that link: 20
• Neighbors: R4
Link 1
• Network: 10.1.0.0/16
• IP address: 10.1.0.1
• Type of network: Ethernet
• Cost of that link: 2
• Neighbors: None
 


	85. Step 1
Initially:
 Router  unaware of any neighbor routers on the
link.
 Learns of neighbor when receives a Hello
packet from the adjacent neighbor.
 


	86.  Step 2:  Each router is responsible for meeting its neighbors on directly
connected networks.
 Use a Hello protocol to discover any neighbors on their links.
 A neighbor is any other router that is enabled with the same link-state
routing protocol.
Step 2:
Sending Hello
Packets to
Neighbors
Hello, I’m R1
Hello, I’m
R2
Hello, I’m
R3
Hello, I’m
R4
 


	87. Hello packets
 “Keepalive”  function
 Stops receiving Hello packets from a neighbor, that
neighbor is considered unreachable and the
adjacency is broken.
Step 2: Sending
Hello Packets to
Neighbors
Hello, I’m R1
& still here
Hello, I’m R2 &
still here
Hello, I’m R3 &
still here
Whatever happened to the
Hellos from R4?
 


	88.  Step 3:  Each router builds a link-state
packet (LSP) containing the state of each
directly connected link.
Step 3: Building
the Link-State
Packet
 


	89.  After established  its adjacencies
 Builds its LSPs
 Link-state information about its links.
 Sends LSPs out interfaces where it has established adjacencies with
other routers.
 R1 not sent LSPs out its Ethernet interface.
Step 3: Building
the Link-State
Packet
 


	90.  Step 4:  Each router floods the LSP to all neighbors, who then store all
LSPs received in a database.
 Each router floods its link-state information to all other link-state routers.
 When a router receives an LSP from a neighboring router, sends that
LSP out all other interfaces, except the interface that received the LSP.
 Flooding effect of LSPs throughout the routing area.
 Link-state routing protocols calculate the SPF algorithm after the flooding is
complete.
Step 4: Flooding Link-State
Packets to Neighbors
 


	91.  An LSP  needs to be sent only:
 During initial startup of the router or of the routing protocol process on
that router
 Whenever there is a change in the topology,
 link going down
 link coming up
 neighbor adjacency being established
 neighbor adjacency being broken
Step 4: Flooding Link-State
Packets to Neighbors
 


	92. Step 5:
Constructing a
Link-State
Database
  After propagation of LSPs
 Each router will then have an LSP from every link-state router.
 LSPs stored in the link-state database.
 Step 5 (Final Step):
Each router uses the
database to construct a
complete map of the
topology and computes
the best path to each
destination network.
Link State Database for R1
 


	93. Running SPF
Algorithm
 Each  router in the routing area can now use the SPF
algorithm to construct the SPF trees that you saw earlier.
 


	94. Step 5: Constructing  a
Link-State Database
 With a complete link-state database, R1 can use shortest path
first (SPF) algorithm to calculate shortest path to each
network.
 SPF algorithm results in an SPF tree.
SPF Tree for R1
 


	95. Building the Shortest  Path First
(SPF) Tree
 At first, the tree (topology) only includes its directly
connected neighbors.
 Using the link-state information from all other
routers, R1 can now begin to construct an SPF tree
of the network with itself at the root of the tree.
Link State Database for R1
 


	96.  The SPF  algorithm begins by processing the following LSP information
from R2:
 Connected to neighbor R1 on network 10.2.0.0/16, cost of 20
 Connected to neighbor R5 on network 10.9.0.0/16, cost of 10
 Has a network 10.5.0.0/16, cost of 2
R1 Processes the LSPs from R2
Red: New
information
for tree.
 


	97.  The SPF  algorithm begins by processing the following LSP information from R3:
 Connected to neighbor R1 on network 10.3.0.0/16, cost of 5
 Connected to neighbor R4 on network 10.7.0.0/16, cost of 10
 Has a network 10.6.0.0/16, cost of 2
R1 Processes the LSPs from R3
Red: New
information
for tree.
 


	98.  The SPF  algorithm begins by processing the following LSP information from R4:
 Connected to neighbor R1 on network 10.4.0.0/16, cost of 20
 Connected to neighbor R3 on network 10.7.0.0/16, cost of 10
 Connected to neighbor R5 on network 10.10.0.0/16, cost of 10
 Has a network 10.8.0.0/16, cost of 2
R1 Processes the LSPs from R4
Red: New
information
for tree.
 


	99.  The SPF  algorithm begins by processing the following LSP information from R5:
 Connected to neighbor R2 on network 10.9.0.0/16, cost of 10
 Connected to neighbor R4 on network 10.10.0.0/16, cost of 10
 Has a network 10.11.0.0/16, cost of 2
R1 Processes the LSPs from R5
Red: New
information
for tree.
 


	100. SPF Tree
 R1  has now constructed
the complete SPF tree.
 


	101. Determining the
Shortest Path
  Using the SPF tree, SPF algorithm results in the shortest path
to each network.
 Note: Only the LANs are shown in the table, but SPF can
also be used to determine the shortest path to each WAN
link network.
 


	102. 20
2
Determining the
Shortest Path
Network  10.5.0.0/16
via R2 Serial 0/0/0
at a cost of 22
 


	103. 5
2
Determining the
Shortest Path
Network  10.6.0.0/16 via R3 Serial 0/0/1
at a cost of 7
 


	104. 5
10
Determining the
Shortest Path
Network  10.7.0.0/16 via
R3 Serial 0/0/1 at a
cost of 15
 


	105. 105
5
10
Determining the
Shortest Path
Network  10.8.0.0/16 via
R3 Serial 0/0/1 at a
cost of 17
2
 


	106. 106
20
10
Determining the
Shortest Path
Network  10.9.0.0/16
via R2 Serial 0/0/0
at a cost of 30
 


	107. 107
5
10
Determining the
Shortest Path
Network  10.10.0.0/16
via R3 Serial 0/0/1
at a cost of 25
10
 


	108. 108
5
10
Determining the
Shortest Path
Network  10.11.0.0/16 via
R3 Serial 0/0/1 at a
cost of 27
10
2
 


	109. Determining the
Shortest Path
  Each router constructs its own SPF tree independently from
all other routers.
 Link-state databases must be identical on all routers.
 


	110. Generating a Routing  Table from
the SPF Tree
 These paths listed previously can now be added to the routing table.
 The routing table will also include
 Directly connected networks
 Routes from any other sources, such as static routes.
 Packets will now be forwarded according to these entries in the routing
table.
SPF Tree for R1
 


	111. Advantages of Link-State
Routing  Protocols
Builds a
Topological Map
• LS routing protocols exchange link-states, and can therefore use the
SPF algorithm to build an SPF tree of the network.
• Using the SPF tree, each router can determine the shortest path to
every network.
Fast Convergence
• When receiving an LSP, LS protocols immediately flood the LSP out all
interfaces except for the interface from which the LSP was received.
• In contrast, RIP processes each message, updates the routing table,
then flood to the next neighbour.
Event-driven
Updates
• After the initial flooding of LSPs, link-state routing protocols only send
out an LSP when there is a change in the topology.
• The LSP contains only the information regarding the affected link.
Hierarchical Design
• Link-state routing protocols use the concept of areas to enable a
hierarchical design to networks, allowing for better route aggregation
(summarization) and the isolation of routing issues within an area.
 


	112. Disadvantages of Link-State
Routing  Protocols
Memory
Requirements
• Link-state protocols require additional memory to create and maintain
the link-state database and SPF tree.
Processing
Requirements
• Link-state protocols can also require more CPU processing than
distance vector routing protocols.
• The SPF algorithm requires more CPU time than distance vector
algorithms such as Bellman-Ford, because link-state protocols build a
complete map of the topology.
Bandwidth
Requirements
• The flooding of link-state packets can adversely affect the available
bandwidth on a network.
• This should only occur during initial startup of routers, but can also be an
issue on unstable networks.
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