



Submit Search


Upload
IJCESAI2022_Fraud Detection with Machine Learning in Property Insurance Policy Requests.pdf
•
0 likes•58 views

A
ArzuZeynepDEVRMFollow
IJCESAI2022_Fraud Detection with Machine Learning in Property Insurance Policy RequestsRead less

Read more
Data & Analytics




Report
Share








Report
Share



1 of 9Download NowDownload to read offline



























Recommended
Improving Credit Card Fraud Detection: Using Machine Learning to Profile and ...
Improving Credit Card Fraud Detection: Using Machine Learning to Profile and ...Melissa Moody 


Welcome to International Journal of Engineering Research and Development (IJERD)
Welcome to International Journal of Engineering Research and Development (IJERD)IJERD Editor 


A Study on Credit Card Fraud Detection using Machine Learning
A Study on Credit Card Fraud Detection using Machine Learningijtsrd 


Tanvi_Sharma_Shruti_Garg_pre.pdf.pdf
Tanvi_Sharma_Shruti_Garg_pre.pdf.pdfShrutiGarg649495 


CREDIT CARD FRAUD DETECTION AND AUTHENTICATION SYSTEM USING MACHINE LEARNING
CREDIT CARD FRAUD DETECTION AND AUTHENTICATION SYSTEM USING MACHINE LEARNINGIRJET Journal 


MACHINE LEARNING ALGORITHMS FOR CREDIT CARD FRAUD DETECTION
MACHINE LEARNING ALGORITHMS FOR CREDIT CARD FRAUD DETECTIONmlaij 


A Comparative Study on Credit Card Fraud Detection
A Comparative Study on Credit Card Fraud DetectionIRJET Journal 


CREDIT CARD FRAUD DETECTION USING MACHINE LEARNING
CREDIT CARD FRAUD DETECTION USING MACHINE LEARNINGIRJET Journal 










Similar to IJCESAI2022_Fraud Detection with Machine Learning in Property Insurance Policy Requests.pdf
Unfolding the Credit Card Fraud Detection Technique by Implementing SVM Algor...
Unfolding the Credit Card Fraud Detection Technique by Implementing SVM Algor...IRJET Journal 


PREDICTIVE MODELLING OF CRIME DATASET USING DATA MINING
PREDICTIVE MODELLING OF CRIME DATASET USING DATA MININGIJDKP 


PREDICTIVE MODELLING OF CRIME DATASET USING DATA MINING
PREDICTIVE MODELLING OF CRIME DATASET USING DATA MININGIJDKP 


CREDIT_CARD.ppt
CREDIT_CARD.pptBalasubramani Manickam 










Similar to IJCESAI2022_Fraud Detection with Machine Learning in Property Insurance Policy Requests.pdf
Meta Classification Technique for Improving Credit Card Fraud Detection 
Meta Classification Technique for Improving Credit Card Fraud Detection IJSTA 


Fraud detection in electric power distribution networks using an ann based kn...
Fraud detection in electric power distribution networks using an ann based kn...ijaia 


IRJET- A Comparative Study to Detect Fraud Financial Statement using Data Min...
IRJET- A Comparative Study to Detect Fraud Financial Statement using Data Min...IRJET Journal 


Fraud Detection in E-Commerce Using Machine Learning
Fraud Detection in E-Commerce Using Machine LearningBOHR International Journal of  Advances in Management Research 










Similar to IJCESAI2022_Fraud Detection with Machine Learning in Property Insurance Policy Requests.pdf
B05840510
B05840510IOSR-JEN 


B05840510
B05840510IOSR-JEN 


A rule-based machine learning model for financial fraud detection
A rule-based machine learning model for financial fraud detectionIJECEIAES 


Life and science journal.pdf
Life and science journal.pdfSarita30844 










Similar to IJCESAI2022_Fraud Detection with Machine Learning in Property Insurance Policy Requests.pdf
A COMPARATIVE ANALYSIS OF DIFFERENT FEATURE SET ON THE PERFORMANCE OF DIFFERE...
A COMPARATIVE ANALYSIS OF DIFFERENT FEATURE SET ON THE PERFORMANCE OF DIFFERE...ijaia 


Data Mining for Big Data-Murat Yazıcı
Data Mining for Big Data-Murat YazıcıMurat YAZICI, M.Sc. 


DataMining_CA2-4
DataMining_CA2-4Aravind Kumar 


MapReduce-iterative support vector machine classifier: novel  fraud detection...
MapReduce-iterative support vector machine classifier: novel  fraud detection...IJECEIAES 










More Related Content
Similar to IJCESAI2022_Fraud Detection with Machine Learning in Property Insurance Policy Requests.pdf
Unfolding the Credit Card Fraud Detection Technique by Implementing SVM Algor...
Unfolding the Credit Card Fraud Detection Technique by Implementing SVM Algor...IRJET Journal 



PREDICTIVE MODELLING OF CRIME DATASET USING DATA MINING
PREDICTIVE MODELLING OF CRIME DATASET USING DATA MININGIJDKP 



PREDICTIVE MODELLING OF CRIME DATASET USING DATA MINING
PREDICTIVE MODELLING OF CRIME DATASET USING DATA MININGIJDKP 



CREDIT_CARD.ppt
CREDIT_CARD.pptBalasubramani Manickam 



Meta Classification Technique for Improving Credit Card Fraud Detection 
Meta Classification Technique for Improving Credit Card Fraud Detection IJSTA 



Fraud detection in electric power distribution networks using an ann based kn...
Fraud detection in electric power distribution networks using an ann based kn...ijaia 



IRJET- A Comparative Study to Detect Fraud Financial Statement using Data Min...
IRJET- A Comparative Study to Detect Fraud Financial Statement using Data Min...IRJET Journal 



Fraud Detection in E-Commerce Using Machine Learning
Fraud Detection in E-Commerce Using Machine LearningBOHR International Journal of  Advances in Management Research 



B05840510
B05840510IOSR-JEN 



B05840510
B05840510IOSR-JEN 



A rule-based machine learning model for financial fraud detection
A rule-based machine learning model for financial fraud detectionIJECEIAES 



Life and science journal.pdf
Life and science journal.pdfSarita30844 



A COMPARATIVE ANALYSIS OF DIFFERENT FEATURE SET ON THE PERFORMANCE OF DIFFERE...
A COMPARATIVE ANALYSIS OF DIFFERENT FEATURE SET ON THE PERFORMANCE OF DIFFERE...ijaia 



Data Mining for Big Data-Murat Yazıcı
Data Mining for Big Data-Murat YazıcıMurat YAZICI, M.Sc. 



DataMining_CA2-4
DataMining_CA2-4Aravind Kumar 



MapReduce-iterative support vector machine classifier: novel  fraud detection...
MapReduce-iterative support vector machine classifier: novel  fraud detection...IJECEIAES 



IRJET- Credit Card Fraud Detection using Isolation Forest
IRJET- Credit Card Fraud Detection using Isolation ForestIRJET Journal 



ugc care list
ugc care listrikaseorika 



Sampling methods in handling imbalanced data for Indonesia health insurance d...
Sampling methods in handling imbalanced data for Indonesia health insurance d...IAESIJAI 



Concept drift and machine learning model for detecting fraudulent transaction...
Concept drift and machine learning model for detecting fraudulent transaction...IJECEIAES 





Similar to IJCESAI2022_Fraud Detection with Machine Learning in Property Insurance Policy Requests.pdf (20)
Unfolding the Credit Card Fraud Detection Technique by Implementing SVM Algor...
Unfolding the Credit Card Fraud Detection Technique by Implementing SVM Algor... 


PREDICTIVE MODELLING OF CRIME DATASET USING DATA MINING
PREDICTIVE MODELLING OF CRIME DATASET USING DATA MINING 


PREDICTIVE MODELLING OF CRIME DATASET USING DATA MINING
PREDICTIVE MODELLING OF CRIME DATASET USING DATA MINING 


CREDIT_CARD.ppt
CREDIT_CARD.ppt 


Meta Classification Technique for Improving Credit Card Fraud Detection 
Meta Classification Technique for Improving Credit Card Fraud Detection  


Fraud detection in electric power distribution networks using an ann based kn...
Fraud detection in electric power distribution networks using an ann based kn... 


IRJET- A Comparative Study to Detect Fraud Financial Statement using Data Min...
IRJET- A Comparative Study to Detect Fraud Financial Statement using Data Min... 


Fraud Detection in E-Commerce Using Machine Learning
Fraud Detection in E-Commerce Using Machine Learning 


B05840510
B05840510 


B05840510
B05840510 


A rule-based machine learning model for financial fraud detection
A rule-based machine learning model for financial fraud detection 


Life and science journal.pdf
Life and science journal.pdf 


A COMPARATIVE ANALYSIS OF DIFFERENT FEATURE SET ON THE PERFORMANCE OF DIFFERE...
A COMPARATIVE ANALYSIS OF DIFFERENT FEATURE SET ON THE PERFORMANCE OF DIFFERE... 


Data Mining for Big Data-Murat Yazıcı
Data Mining for Big Data-Murat Yazıcı 


DataMining_CA2-4
DataMining_CA2-4 


MapReduce-iterative support vector machine classifier: novel  fraud detection...
MapReduce-iterative support vector machine classifier: novel  fraud detection... 


IRJET- Credit Card Fraud Detection using Isolation Forest
IRJET- Credit Card Fraud Detection using Isolation Forest 


ugc care list
ugc care list 


Sampling methods in handling imbalanced data for Indonesia health insurance d...
Sampling methods in handling imbalanced data for Indonesia health insurance d... 


Concept drift and machine learning model for detecting fraudulent transaction...
Concept drift and machine learning model for detecting fraudulent transaction... 






Recently uploaded
TainoMoreiraPereiraLuis_Assignment_4.docx
TainoMoreiraPereiraLuis_Assignment_4.docxLR1709MUSIC 



HayleyDerby_Market_Research_Spotify.docx
HayleyDerby_Market_Research_Spotify.docxHayleyDerby 



EIS-Webinar-Info-Governance-Age-AI-2024-02-27-for-distr.pdf
EIS-Webinar-Info-Governance-Age-AI-2024-02-27-for-distr.pdfEarley Information Science 



AWS_projects related AWS services such as feature store store and clarify
AWS_projects related AWS services such as feature store store and clarifyVarun Garg 



Cousera Cap Course Datasets containing datasets from a Fictional Fitness Trac...
Cousera Cap Course Datasets containing datasets from a Fictional Fitness Trac...Samuel Chukwuma 



presentation big data analytics on Apache spark
presentation big data analytics on Apache sparkVarun Garg 



Benchmarking Automated Machine Learning For Clustering
Benchmarking Automated Machine Learning For Clusteringbiagiolicari7 



Pereira_EBM_Assign3.docx1234123412341234
Pereira_EBM_Assign3.docx1234123412341234LR1709MUSIC 



introduction-to-crimean-congo-haemorrhagic-fever.pdf
introduction-to-crimean-congo-haemorrhagic-fever.pdfSalamaAdel 



Discover the Best Free Web Hosting Services with SSL in 2023
Discover the Best Free Web Hosting Services with SSL in 2023maker Money 



MongoDB Lab Manual (1).pdf used in data science
MongoDB Lab Manual (1).pdf used in data sciencebitragowthamkumar1 



Feb 2024 Apache Hudi Community Sync with Daniel Ford
Feb 2024 Apache Hudi Community Sync with Daniel Fordnadine39280 



Creating Data Warehouse Using Power Query & Power Pivot
Creating Data Warehouse Using Power Query & Power PivotThinkInnovation 



Prometheus Grafana Dashboard for Cassandra 5
Prometheus Grafana Dashboard for Cassandra 5Sarma Pydipally 



Shenzhen Superworker Technology Co.,Ltd-Company profile and catalogue.pdf
Shenzhen Superworker Technology Co.,Ltd-Company profile and catalogue.pdfskymentammy 



Ratio analysis, Formulas, Advantage PPt.pptx
Ratio analysis, Formulas, Advantage PPt.pptxSugumarVenkai 



Growing  through Artificial Intelligence (AI)
Growing  through Artificial Intelligence (AI)OmChou6 



Unlock user behavior with 87 Million events using Hudi, StarRocks & MinIO
Unlock user behavior with 87 Million events using Hudi, StarRocks & MinIOnadine39280 



Why Choose Canada for your next film project
Why Choose Canada for your next film projectnubreed2019 



Data Breach on social platform Presentation
Data Breach on social platform Presentationvandna609 





Recently uploaded (20)
TainoMoreiraPereiraLuis_Assignment_4.docx
TainoMoreiraPereiraLuis_Assignment_4.docx 


HayleyDerby_Market_Research_Spotify.docx
HayleyDerby_Market_Research_Spotify.docx 


EIS-Webinar-Info-Governance-Age-AI-2024-02-27-for-distr.pdf
EIS-Webinar-Info-Governance-Age-AI-2024-02-27-for-distr.pdf 


AWS_projects related AWS services such as feature store store and clarify
AWS_projects related AWS services such as feature store store and clarify 


Cousera Cap Course Datasets containing datasets from a Fictional Fitness Trac...
Cousera Cap Course Datasets containing datasets from a Fictional Fitness Trac... 


presentation big data analytics on Apache spark
presentation big data analytics on Apache spark 


Benchmarking Automated Machine Learning For Clustering
Benchmarking Automated Machine Learning For Clustering 


Pereira_EBM_Assign3.docx1234123412341234
Pereira_EBM_Assign3.docx1234123412341234 


introduction-to-crimean-congo-haemorrhagic-fever.pdf
introduction-to-crimean-congo-haemorrhagic-fever.pdf 


Discover the Best Free Web Hosting Services with SSL in 2023
Discover the Best Free Web Hosting Services with SSL in 2023 


MongoDB Lab Manual (1).pdf used in data science
MongoDB Lab Manual (1).pdf used in data science 


Feb 2024 Apache Hudi Community Sync with Daniel Ford
Feb 2024 Apache Hudi Community Sync with Daniel Ford 


Creating Data Warehouse Using Power Query & Power Pivot
Creating Data Warehouse Using Power Query & Power Pivot 


Prometheus Grafana Dashboard for Cassandra 5
Prometheus Grafana Dashboard for Cassandra 5 


Shenzhen Superworker Technology Co.,Ltd-Company profile and catalogue.pdf
Shenzhen Superworker Technology Co.,Ltd-Company profile and catalogue.pdf 


Ratio analysis, Formulas, Advantage PPt.pptx
Ratio analysis, Formulas, Advantage PPt.pptx 


Growing  through Artificial Intelligence (AI)
Growing  through Artificial Intelligence (AI) 


Unlock user behavior with 87 Million events using Hudi, StarRocks & MinIO
Unlock user behavior with 87 Million events using Hudi, StarRocks & MinIO 


Why Choose Canada for your next film project
Why Choose Canada for your next film project 


Data Breach on social platform Presentation
Data Breach on social platform Presentation 











IJCESAI2022_Fraud Detection with Machine Learning in Property Insurance Policy Requests.pdf

	1. ISSN XXXX XXXX  Aintelia Science Notes
Fraud Detectionwith MachineLearning
in Property InsurancePolicy Requests
Sergül Ürgenç1*
, Habip Kaplan2
, Ayça Çakmak Pehlivanlı3
1*Jforce InformationTechnologies, Istanbul, Turkiye, sergul.urgenc@jforce.com, ORCID: 0000-0003-1965-4488
2JforceInformation Technologies, Istanbul, Turkiye, habip.kaplan@jforce.com, ORCID: 0000-0003-3512-8955
3Mimar Sinan Fine Arts University, Istanbul, Turkiye, ayca.pehlivanli@msgsu.edu.tr, ORCID: 0000-0001-9884-6538
The purpose of this study is to predict in advance, whether the policy claims are made for abuse in
order to reduce claim payments or not in the property branch in the insurance industryand to prevent
any financial losses. In order to detect abnormal situations,Label Spreading and Self Training semi -
supervised machine learning approaches were used due to the insufficient label ratioof the anomaly
class in the data set. After the data labeling process, fraud prediction study was conducted with
supervised machine learning models and it was discussed which semi-supervised learning approach
worked with higher performance.The datasets include the policy demands in 2017 and 2018 and the
weather information of that location. Accuracy, precision, recall, specificity, and F1 score were
evaluated as model success measures, and according to these results, it was seen that the Self
Training approach could label data with higher performance than the Label Spreading approach.
Keywords: Fraud Prediction, Machine Learning, Property Insurance, Semi Supervised Learning.
© 2022 Published by AIntelia
1. Introduction
Although “insurance fraud” occurs in the insurance branch, it is mostlyexperienced in automobile,fire and
health insurances. The significant increase in financial losses compared to the increase in premiums over
the years is also noteworthy in the fire branch. Conducting fraud detection with only expert knowledge
without analytical studies is insufficient with the increasing data volume. It is desired to prevent a policy
from being requested when there is a possibility of damage or actual damage occurs without having a
policy.
Due to the large data volume,detecting and labelingfraud data manually is a difficult process. The tagged
data rate may be very low or nonexistent.Data that is not labeled as fraudulent and consideredto be normal
may contain policy requests that are actually made for fraudulent purposes. Ensuring the accuracy of the
data is a difficult step and a time-consuming process, as it directly affects the success of the prediction
models and due to the large volumes of data. This may cause the model to learn incorrectly and decrease
its success rate.
Although there have been extensive studies on fraud detectionin insurance for years, studies on increasing
the rate of labeled data with semi-supervised learning have started to be made in the last few years. In a
study based on semi-supervisedlearningmethods,insurance fraud data from 2015-2016 were used. A new
clustering score criterion is introduced to address the problem of datasets with skewed data and large
numbers of unlabeled data. The main goal is to increase the number of correctly detectedfraudulent claims
and reduce the proportionof genuinelynon-fraudulent claims [1]. Three feature selectionalgorithms were
applied to the large dataset containing automobile insurance damages; tree-based,L1-based and univariate.
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Random Forest, Naive Bayes, K Nearest Neighbor and Decision Tree were preferred as classification
algorithms in the study. When all the models were compared, it was concluded that the Random Forest
model was the best model in terms of precision and sensitivity [2]. The results showed that Deep Neural
Network and ensemble-based approaches such as Random Forest and Gradient Boosting gave the best
success and outperformed algorithms such as Logistic Regression which are widely used in the field. In
addition, the profile of the approved fraudsters in the dataset was analyzed and the effect of each feature on
the overall classificationperformance was examined, and explanatoryartificial intelligence methods were
used for False Positive and False Negative measures [10]. Three different machine learning models have
been developed and tested to classify Medicare provider claims. A fraud detection study was conducted
using 2013 and 2016 Medicare durable medical equipment damage data to provide meaningful
comparative analyzes between model evaluation methods. The models trained in this study were Gradient
Boosted Trees, Logistic Regression and Random Forest. As a result of the comparison of the differences in
the average AUC scores, it was seen that the training and testing method was 0.05347 points higher than
the cross-validationmethod.ANOVA and Tukey's HSD tests were used to understand whether there was a
significant difference between these two results. It was concluded that there was no significant difference
between the two evaluation methods in big data [5]. A fraud detection study was carried out in the motor
insurance branch. K Nearest Neighbor, Decision Tree, Logistic Regression and Neural Network algorithms
have been tested in model creation.According to the results obtainedin the research, Logistic Regression,
Decision Tree and Neural Network models trained with 15 independent variable data sets gave more
accurate results. With the dataset including 20 independent variables, better results were obtained only in
the Neural Network model [11]. Two-class machine learning methods were used to automatically detect
and prevent card transaction fraud. Principal Component Analysis was used to reduce the data size. In the
study, Logistic Regression, Gradient Boosted, CS Logit and CS Boost models were compared. It has been
seen that the newly proposed CS Logit and CS Boost models are models that minimize financial losses due
to abuse [8]. A new deep learningmethodology has been proposed in order to detect fraudulent behavior of
the insured. Autoencoder and Variational Autoencoder deep learning methods were applied and their
underlying dynamics were analyzed. A methodologyis proposed that will enable these methods to be used
in variable importance analysis for supervised and unsupervised learning. As a result, it was seen that the
proposed unsupervised deep learningvariable importance methodology provides outstandingperformance
in the absence of labeled data according to supervised variable importance [9]. In order to detect fraudulent
behavior in purchasing transactions, 48 different types of fraud are modeled by means of statistical
indicators. Using the outputs, a concept was designed to give points to the purchasing supervisor for each
transaction. Outliers were detected with unsupervised learning. In the study, the PACE was evaluated
incrementally according to the 0.5, 1.0, and 2.0 assessments. The outputs are combined with the rule
engine, focusing on an inclusive approach [6]. There has been a study about identifying a type of abuse in
which small telephone operators inflate the number of calls coming into their networks by taking advantage
of a higher access fee than the network operator associated with the origin of the call. Due to the lack of
labeled data, a decision support system has been proposed for fraud detectionwith clusteringand Decision
Tree methods.After data collectionand feature engineering,DBSCAN and OPTICS unsupervised learning
models and potential fraud cases are grouped into clusters. Then, the cluster memberships were examined
and the data were labeled. A fraud predictionmodel was developed with the Decision Tree algorithm using
the labeled data set [12]. Different data engineering techniques have been proposed to increase the
performance of the models developed in order to understand the reasons behind the marking of a case as
suspicious in banking transactions. Logistic Regression, Decision Tree, Gradient Boosted models were
developed with over-sampling methods SMOTE, ADASYN, MWMOTE and ROSE and their results were
compared. While Logistic Regression and Decision Tree can benefit from over-sampling methods, the
overall performance of Gradient Boosted Trees has been observed to decrease. [4]. A new approach has
been applied to optimize the performance of the models developed for credit card fraud detection. Due to
the difficulties brought by the unbalanced data set, a new composition-basedalgorithm is proposed in this
study, which is an approach that combines over-sampling and feature selection methods to find the best
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combination of several supervised classification algorithms. Ababoost, Random Forest, Multilayer
Perceptron, K Nearest Neighbor, Decision Tree, Gaussian Naive Bayes models are trained and compared.
A hybrid algorithm succeeded in finding the best combination of algorithms, both triplets (Borderline, Fix-RFE,
Radom Forest) and (Borderline, OLS, Random Forest) algorithms has been found to have higher success than other
rendering algorithms. [3]. Primitive Sub-Peer Group Analysis (PSPGA) was conducted to detect suspicious behavior
in healthcare insurance. Unsupervised learning methods SmartSifter, Homogenous Subgrouping, Drift Learning,
Genetic Support Vector Machines were compared with traditional supervised learning algorithms. The PSPGA's
approach to detecting healthcare fraud has been shown to outperform other methods [7].
In this study, it is aimed to prevent abuses in property branch policy requests by detecting them beforehand with
machine learning. The work consists of two stages. First of all, it was tried to identify and label anomalous cases in
policies that are assumed to be non-abuse by using information such as coverage, channels and tariffs of the policies,
with semi-supervised learning. For this purpose, Label Spreading and Self Training methods were used and the
results were compared. Support Vector Machine (SVM), Random Forest (RF) and XGBoost (XGB) algorithms have
been developed for the Self Training method. In the second stage, fraud prediction was made with the abnormal
policies labeled in the first stage. Supervised learning models were developed using weather data and they were
compared according to the fraud prediction results to determine which semi-supervised learning method had better
labeling. RF and C5.0 Decision Tree models have been developed for Fraud prediction. The developed supervised
models were used via ensembling. Accuracy, precision, recall, specificity and F1 score metrics were used as success
criteria of the models.
2. Dataset Generation
It has been studied on the masked data set belonging to the property branch from an insurance company.
The datasets include the policy demands in 2017 and 2018 and the weather informationof that location. In
the study, a single city was selected as a sample and 194.787 policies were studied. The attributes in the
datasets and their definitions are given in Table 1.
Table 1. Attributes found in the dataset.
Dataset Attribute Name Definition
Policy Anomaly_Policy indicates whether policy is fraudulent (flag)
Policy New_Policy indicates whether the policy is new or renewal (flag)
Policy Tariff_Code tariff of the policy (categorical)
Policy Channel_Code information on which channel the sale was made through (categorical)
Policy Coverage_Code information on the guarantees in the policy (categorical)
Policy Addendum_Reason Includes addendum reasons (categorical)
Weather Num_Rainy number of rainy days (continuous)
Weather Max_Temp maximum temperature (continuous)
Weather Min_Temp minimum temperature (continuous)
Weather Mean_Temp mean temperature (continuous)
Weather Max_Temp_Avg maximum temperature average (continuous)
Weather Min_Temp_Avg minimum temperature average (continuous)
Weather Total_ Precipitation total precipitation (mm) (continuous)
Weather Num_Hail number of days with hail (continuous)
Weather Max_Wind_Speed maximum wind speed (continuous)
Weather Max_ Precipitation maximum precipitation (mm) (continuous)
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3. Methods and Application
A. Data Preparation:
Categorical variables were prepared as dummy variables to be used in semi-supervised and supervised
machine learning studies. Feature selection was applied with filtering method using Pearson Correlation
statistics. As a result of Feature Selection, it was deemed appropriate to use 18 independent variables for
the first stage and 5 independent variables for the second stage (Table 2). The dataset was randomly
divided into 80% trainand 20% test, and the predictionsuccesses of the model were compared separately.
Table 2. Independent variables selected with Feature Selection.
B. Undersampling:
It is the reduction of the number of dominant classes in imbalanced data to a level equal to or close to the
number of lower classes. There is data loss, but it prevents synthetic data generation[4].
The data set was balanced with the undersampling method. In the data balancing study, the records
belonging to the class 0 that could not be includedin the sampling were consideredunlabeled (Table 3).
Table 3. Class distributions before and after balancing.
Independent variables for
semi supervised learning
Independent variables for
fraud prediction
New_Policy New_Policy
Tariff_Code_Y58 Max_Temp
Tariff_Code_Y75 Total_ Precipitation
Channel_Code_5 Num_Hail
Coverage_Code_BN2 Max_Wind_Speed
Coverage_Code_EK3
Coverage_Code_TP1
Coverage_Code_SEL
Coverage_Code_IAY
Coverage_Code_ES1
Coverage_Code_SL1
Coverage_Code_EK2
Coverage_Code_SL2
Coverage_Code_KKB
Coverage_Code_GRV
Coverage_Code_BN1
Coverage_Code_ODE
Anomaly
Policy Class
Imbalanced Class
Distribution
Class Distribution
After Undersampling
Class Distribution
for Label Spreading
0 172.383 22.230 17.947
1 22.404 22.404 17.899
-1 - - 149.979
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C. Label Spreading:
It is a Graph based semi supervisedmachine learningalgorithm.It multiplies the label ratioin the data set
by assigning labels to previously unlabeled data. It makes two assumptions: nearby points are likely to
have the same label, and points of the same structure are likely to have the same label [13].
The hyperparameters used in the model are shown in Table 4.
Table 4. Hyperparameter value of Label Spreading.
D. Self-Training:
In the Self Training method, the model is trained using supervised machine learning algorithms with
labeled data. Then this model is used to predict the unlabeled data class. In the Self Training method, the
model is trained using supervised machine learning algorithms with labeled data. This model is then used
to predict the unlabeled data class. Observations with a high probability of prediction are labeled and the
process is iteratedif necessary [16].
SVM, RF and XGB models have been developed for Self Training, hyperparameters are given in Table 5,
Table 6 and Table 7, respectively.
Random Forest (RF): It is an estimator that uses a set of decision trees combined with sub-samples of the
dataset using the bagging method. Each decisiontree votes for the predictedclass or averages the incoming
predictions.The main idea of RF is to perform bagging by includingonly a subset of variables during tree
development [15].
Table 5. Hyperparameter value of RF.
Hyperparameters Hyperparameter Values
kernel knn
gamma 20
n_neigbors 7
alpha 0.2
max_iter 30
tol 0.001
Hyperparameters Hyperparameter Values
tree method auto
max depth 6
min child weight 1
max delta step 0.0
boost round 10
sub sample 1.0
eta 0.3
gamma 0.0
colsample by tree 1.0
colsample by level 1.0
lambda 1.0
alpha 0.0
 


	6. International Joint Conference  on Engineering, Science and Artificial Intelligence-IJCESAI 2022
ISBN XXXX XXXX www.aıntelia.com
Support Vector Machine (SVM): Generally, it is one of the supervised learning methods used in classification
problems. It is defined as a vector space-based machine learning method that finds a decision boundary between the
two classes that are farthest from any point in the training data. It is mostly used to separate data consisting of two
classes [14].
Table 6. Hyperparameter value of SVM.
XGBoost Tree (XGB): XGB is a high-performance version of the Gradient Boosting algorithm optimized with
various modifications. The most important features of the algorithm are its ability to obtain high predictive power, to
prevent over-learning, to manage empty data and to do them quickly [13].
Table 7. Hyperparameter value of XGB.
Ensembled Model: RF, XGB, SVM are used by ensembled modeling with confidence weighted voting method.
Observations that the model predicted as anomaly and false positives in the train dataset were labeled as class 1.
E. Supervised Learning for Fraud Prediction:
In order to see which of the Self Training and Label Spreading approaches are more successful, fraud
prediction models have been developed by using the labeled dataset and supervised machine learning
algorithms. C5.0 and RF models were developed separately for both approaches, with the same
hyperparameters. Hypermarameters are given in Table 8 and Table 9, respectively. Afterwards, these two
models were ensembledwith the confidence weighted voting method.
C5.0 Decision Tree: Tree models operate according to a set of statistical division rules aimed at maximizing the
homogeneity of the dependent variable in each of the resulting groups. Each decision tree approach uses different
statistical methods and a score is calculated for each group. C5.0 model works by splitting the sample based on the
feature, which provides the maximum information gain [14].
Hyperparameters Hyperparameter Values
stopping criteria 0.001
kernel rbf
regularization 10
epsilon 0.1
rbf gamma 0.1
gamma 1.0
bias 0.0
degree 3
Hyperparameters Hyperparameter Values
number of trees 10
min leaf node size 20
max depth 10
splitting method auto
target 0.01
max iteration 50
max evaluation 100
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Table 8. Hyperparameter value of C5.0 for fraud prediction.
Table 9. Hyperparameter value of RF for fraud prediction.
4. Results and Discussion:
The results of Label Spreading and Self Training approaches are given in Table 10. The success rate of the RF, SVM
and XGB models developed for Self Training are almost the same. For this reason, the models were ensembled and
used. Since the train and test success rates of the models are almost identical, only the test results are presented.
Table 10. Test results of the semi supervised learning.
When the recall value is examined in the Label Spreading approach, the test success of the class 1 is 83%. The
success of the class 0 is not enough. However, since our aim in the study was to increase the label rate of the class 1,
the success of the class 0 was ignored. When we look at other success measures, it is seen that the model does not
learn well enough. Policies estimated as class 1 are labeled with the Label Spreading model.
As in the Label Spreading approach, when the recall and specifity values are examined in the Self Training model, it
is seen that the success rate of class 1 is higher than the success rate of class 0. However, it is seen that the Self
Training model learns more in a balanced way compared to the Label Spreading approach.
Data are labeled according to Label Spreading and Self Training models. It is seen that the rate of data labeled with
Self Training is more realistic. Class distributions after labeling are given in Table 11.
Table 11. Class distributions after data labeling.
The results of the fraud prediction test to measure which approach is more successful in the data labeling phase are
given in Table 12. C5.0 and RF models are ensembled.
Hyperparameters Hyperparameter Values
max tree depth 25
predictor impotance true
mode simple
Hyperparameters Hyperparameter Values
number of models build 100
max nodes 10000
max depth 10
min child node size 5
Model Accuracy Precision Recall Specifity F1 Score
Label Spreading 0.50 0.16 0.83 0.46 0.27
Self Training (RF) 0.70 0.67 0.77 0.62 0.72
Self Training (SVM) 0.70 0.67 0.78 0.62 0.72
Self Training (XGB) 0.70 0.67 0.78 0.62 0.72
Self Traning (Ensembled Model) 0.70 0.67 0.78 0.62 0.72
Anomaly Class Count (Label Spreading) Count (Self Training)
0 82.600 114.440
1 112.187 80.347
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Table 12. Test results of the supervised learning models for fraud prediction.
When the recall and specifity values of the ensembled models are examined, it is seen that the supervised model
developed for fraud prediction achieved higher success in the data set labeled with the Self Traning method than the
Label Spreading approach in classes 0 and 1. When the overall accuracy values of the two approaches were
compared, the Self Training approach showed high performance with 88% accuracy. In addition, when the recall
value is examined, it is seen that the anomaly class was predicted with 92% success. The difference between
accuracy, precision, recall, specificity and F1 score results of both approaches were measured as 20%, 18%, 24%,
19% and 19%, respectively.
5. Conclusion
In the study, the ratio of the anomaly class, which constitutes a small part of the dataset, was replicated using semi-
supervised machine learning models. While developing semi-supervised models, policy information such as
coverage, tariff, and channel were used.
Policy claims for abuse were estimated by supervised machine learning models, using datasets whose label ratio was
replicated separately according to both Label Spreading and Self Training model results. In the developed predictive
models, weather data and whether the policy is issued for the first time are seen as important factors.
As a result of the study, it was observed that in fraud prediction the dataset labeled with the Self Training approach
outperformed the Label Spreading approach, especially in accuracy, recall and specificity success metrics.
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