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	1. MS.K.Amuthachenthiru-RIT/AD
Department of Artificial  Intelligence and Data Science
Academic Year: 2022- 2023 (Even Semester)
SUB.CODE/NAME:AD3251/DATA STRUCTURES DESIGN
LINEAR SEARCH:
DEFINITION:
A method of locating elements in a list is linear search. A sequential search is another
name for it. Because it searches for the requested element in a sequential way. It evaluates
each and every element in relation to the value we're looking for. The element is discovered if
both match and the procedure returns the key's index position.
KEYPOINTS TO REMEMBER:
1. Begin your search with the first element and check the key with each element in the
list.
2. If an element is discovered, the key's index position is returned.
3. If the element isn't discovered, the return value isn't present.
ALGORITHM:
1. Create a function linear_search()
2. Declare three parameters array, length of the array, and number to be found.
3. Initialize for loop
4. Iterate each element and compare the key value.
5. If the element is present return index
6. Else return not present
PROGRAM:
def linear_search(arr, a, b):
# Going through array
for i in range(0, a):
if (arr[i] == b):
return i
return -1
arr = [9, 7, 5, 3, 1]
print("The array given is ", arr)
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b = 5
print("Element  to be found is ", b)
a = len(arr)
index = linear_search(arr, a, b)
if(index == -1):
print("Element is not in the list")
else:
print("Index of the element is: ", index)
output:
The array given is [9, 7, 5, 3, 1]
Element to be found is 5
Index of the element is: 2
DIAGRAM EXPLANATION:
Step 1:
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Step 2:
Step 3:
ANALYSIS:
Time  Complexity:O(n)
Space Complexity:O(1)
BINARY SEARCH:
DEFINITION:
Binary search algorithms are also known as half interval search. They return the position of a
target value in a sorted list.
These algorithms use the “divide and conquer” technique to find the value's position.
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ALGORITHM:
binarySearch(arr, x, low,  high)
if low > high
return False
else
mid = (low + high) / 2
if x == arr[mid]
return mid
else if x > arr[mid] // x is on the right side
return binarySearch(arr, x, mid + 1, high)
else // x is on the left side
return binarySearch(arr, x, low, mid - 1)
Program:
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# Binary Search  in python
def binarySearch(array, x, low, high):
if high >= low:
mid = low + (high - low)//2
# If found at mid, then return it
if array[mid] == x:
return mid
# Search the left half
elif array[mid] > x:
return binarySearch(array, x, low, mid-1)
# Search the right half
else:
return binarySearch(array, x, mid + 1, high)
else:
return -1
array = [3, 4, 5, 6, 7, 8, 9]
x = 4
result = binarySearch(array, x, 0, len(array)-1)
if result != -1:
print("Element is present at index " + str(result))
else:
print("Not found")
ANALYSIS:
Time Complexities
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 Best case  complexity: O(1)
 Average case complexity: O(log n)
 Worst case complexity: O(log n)
Space Complexity
The space complexity of the binary search is O(1).
HASHING:
DEFINITION:
A hash is a value that has a fixed length, and it is generated using a mathematical
formula. Hash values are used in data compression, cryptology, etc. In data indexing, hash
values are used because they have fixed length size regardless of the values that were used to
generate them. It makes hash values to occupy minimal space compared to other values of
varying lengths.
HASH TABLE:
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A HASH TABLE  is a data structure that stores values using a pair of keys and
values. Each value is assigned a unique key that is generated using a hash function.
The name of the key is used to access its associated value. This makes searching for values in
a hash table very fast, irrespective of the number of items in the hash table.
HASH FUNCTIONS
For example, if we want to store employee records, and each employee is uniquely
identified using an employee number.We can use the employee number as the key and assign
the employee data as the value.
The above approach will require extra free space of the order of (m * n2
) where the
variable m is the size of the array, and the variable n is the number of digits for the employee
number. This approach introduces a storage space problem.
A hash function solves the above problem by getting the employee number and using it to
generate a hash integer value, fixed digits, and optimizing storage space. The purpose of a
hash function is to create a key that will be used to reference the value that we want to store.
The function accepts the value to be saved then uses an algorithm to calculate the value of the
key.
The following is an example of a simple hash function
h(k) = k1 % m
HERE,
 h(k) is the hash function that accepts a parameter k. The parameter k is the value that
we want to calculate the key for.
 k1 % m is the algorithm for our hash function where k1 is the value we want to store,
and m is the size of the list. We use the modulus operator to calculate the key.
Example
Let’s assume that we have a list with a fixed size of 3 and the following values
[1,2,3]
We can use the above formula to calculate the positions that each value should occupy.
The following image shows the available indexes in our hash table.
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Step 1)
Calculate the  position that will be occupied by the first value like so
h(1) = 1 % 3
= 1
The value 1 will occupy the space on index 1
Step 2)
Calculate the position that will be occupied by the second value
h(2) = 2 % 3
= 2
The value 2 will occupy the space on index 2
Step 3)
Calculate the position that will be occupied by the third value.
h(3) = 3 % 3
= 0
The value 3 will occupy the space on index 0
Final Result
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Our filled in  hash table will now be as follows.
COLLISION
A collision occurs when the algorithm generates the same hash for more than one
value.
Let’s look at an EXAMPLE.
Suppose we have the following list of values
[3,2,9,11,7]
Let’s assume that the size of the hash table is 7, and we will use the formula (k1 % m) where
m is the size of the hash table.
The following table shows the hash values that will be generated.
Key Hash Algorithm (k1 % m) Hash Value
3 3 % 7 3
2 3 % 7 2
9 3 % 7 2
11 3 % 7 4
7 3 % 7 0
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As we can  see from the above results, the values 2 and 9 have the same hash value, and we
cannot store more than one value at each position.
The given problem can be solved by either using chaining or probing. The following sections
discuss chaining and probing in detail.
CHAINING
Chaining is a technique that is used to solve the problem of collision by using linked lists that
each have unique indexes.
The following image visualizes how a chained list looks like
Both 2 and 9 occupy the same index, but they are stored as linked lists. Each list has a unique
identifier.
Benefits of chained lists
The following are the benefits of chained lists:
 Chained lists have better performance when inserting data because the order of insert
is O(1).
 It is not necessary to resize a hash table that uses a chained list.
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 It can  easily accommodate a large number of values as long as free space is available.
Probing
The other technique that is used to resolve collision is probing. When using the probing
method, if a collision occurs, we can simply move on and find an empty slot to store our
value.
The following are the methods of probing:
Method Description
Linear
probing
Just like the name suggests, this method searches for empty slots linearly starting from
the position where the collision occurred and moving forward. If the end of the list is
reached and no empty slot is found. The probing starts at the beginning of the list.
Quadratic
probing
This method uses quadratic polynomial expressions to find the next available free slot.
Double
Hashing
This technique uses a secondary hash function algorithm to find the next free available
slot.
Using our above example, the hash table after using probing would appear as follows:
Hash table operations
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Here, are the  Operations supported by Hash tables:
 Insertion – this Operation is used to add an element to the hash table
 Searching – this Operation is used to search for elements in the hash table using the
key
 Deleting – this Operation is used to delete elements from the hash table
Inserting data operation
The insert operation is used to store values in the hash table. When a new value is stored in
the hash table, it is assigned an index number. The index number is calculated using the hash
function. The hash function resolves any collisions that occur when calculating the index
number.
Search for data operation
The search operation is used to look-up values in the hash table using the index number. The
search operation returns the value that is linked to the search index number. For example, if
we store the value 6 at index 2, the search operation with index number 2 will return the
value 6.
Delete data operation
The delete operation is used to remove a value from a hash table. To delete the Operation is
done using the index number. Once a value has been deleted, the index number is made free.
It can be used to store other values using the insert operation.
Hash Table Implementation with Python Example
Let’s look at a simple example that calculates the hash value of a key
def hash_key( key, m):
return key % m
m = 7
print(f'The hash value for 3 is {hash_key(3,m)}')
print(f'The hash value for 2 is {hash_key(2,m)}')
print(f'The hash value for 9 is {hash_key(9,m)}')
print(f'The hash value for 11 is {hash_key(11,m)}')
print(f'The hash value for 7 is {hash_key(7,m)}')
Advantages of hash tables
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Here, are pros/benefits  of using hash tables:
 Hash tables have high performance when looking up data, inserting, and deleting
existing values.
 The time complexity for hash tables is constant regardless of the number of items in
the table.
 They perform very well even when working with large datasets.
Disadvantages of hash tables
Here, are cons of using hash tables:
 You cannot use a null value as a key.
 Collisions cannot be avoided when generating keys using. hash functions. Collisions
occur when a key that is already in use is generated.
 If the hashing function has many collisions, this can lead to performance decrease.
ANALYSIS:
Time Complexity:O(n)
Space Complexity:O(1)
LOAD FACTOR is defined as (m/n) where n is the total size of the hash table and m is the
preferred number of entries which can be inserted before a increment in size of the
underlying data structure is required.
How is the Load Factor Used?
The Load Factor decides “when to increase the size of the hash Table.”
The load factor can be decided using the following formula:
The initial capacity of the HashTable * Load factor of the HashTable
E.g. If The initial capacity of HashTable is = 16
And the load factor of HashTable = 0.75
According to the formula as mentioned above: 16 * 0.75 = 12
It represents that the 12th key-value pair of a HashTable will keep its size to 16.
As soon as the 13th element (key-value pair) will come into the HashTable, it will increase its
size from 16 buckets to 16 * 2 = 32 buckets.
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Another way to  calculate size:
When the current load factor becomes equal to the defined load factor i.e. 0.75, the hashmap
increases its capacity.
Where:
m – is the number of entries in a HashTable
n – is the total size of HashTable
What is Rehashing?
Rehashing is a technique in which the table is resized, i.e., the size of table is doubled by
creating a new table.
Why Rehashing?
Rehashing is done because whenever key-value pairs are inserted into the map, the load
factor increases, which implies that the time complexity also increases as explained above.
This might not give the required time complexity of O(1). Hence, rehash must be done,
increasing the size of the bucketArray so as to reduce the load factor and the time complexity.
Rehashing Steps –
For each addition of a new entry to the map, check the current load factor.
 If it’s greater than its pre-defined value, then Rehash.
 For Rehash, make a new array of double the previous size and make it the new bucket array.
 Then traverse to each element in the old bucketArray and insert them back so as to insert it
into the new larger bucket array.
 Consider we have to insert the elements 37, 90, 55, 22, 17, 49, and 87. the table size is
10 and will use hash function:
 H(key) = key mod tablesize
 37 % 10 = 7
 90 % 10= 0
 55 % 10 = 5
 22 % 10 = 2
 17 % 10 = 7
 49 % 10 = 9
 Now this table is almost full and if we try to insert more elements collisions will occur
and eventually further insertions will fail. Hence we will rehash by doubling the table
size. The old table size is 10 then we should double this size for new table, that
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becomes 20. But  20 is not a prime number, we will prefer to make the table size as 23.
And new hash function will be
 H(key) key mod 23
 37 % 23 = 14
 90 % 23 = 21
 55 % 23 = 9
 22 % 23 = 22
 17 % 23 = 17
 49 % 23 = 3
 87 % 23 = 18
 Now the hash table is sufficiently large to accommodate new insertions.
TREE ADT:
A tree is a nonlinear hierarchical data structure that consists of nodes connected by
edges.
TREE TERMINOLOGIES
Node
A node is an entity that contains a key or value and pointers to its child nodes.
The last nodes of each path are called leaf nodes or external nodes that do not contain a
link/pointer to child nodes.
The node having at least a child node is called an internal node.
Edge
It is the link between any two nodes.
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Nodes and edges  of a tree
Root
It is the topmost node of a tree.
Height of a Node
The height of a node is the number of edges from the node to the deepest leaf (ie. the longest
path from the node to a leaf node).
Depth of a Node
The depth of a node is the number of edges from the root to the node.
Height of a Tree
The height of a Tree is the height of the root node or the depth of the deepest node.
Height and depth of each node in a tree
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Degree of a  Node
The degree of a node is the total number of branches of that node.
Forest
A collection of disjoint trees is called a forest.
Creating forest from a tree
You can create a forest by cutting the root of a tree.
TREE TRAVERSAL
Traversing a tree means visiting every node in the tree.
Now we traverse to the subtree pointed on the TOP of the stack.
Again, we follow the same rule of inorder
Left subtree -> root -> right subtree
After traversing the left subtree, we are left with
situation of stack after traversing left subtree, stack now contains the elements of left subtree,
followed by root, followed by right child of root
Since the node "5" doesn't have any subtrees, we print it directly. After that we print its
parent "12" and then the right child "6".
Putting everything on a stack was helpful because now that the left-subtree of the root node
has been traversed, we can print it and go to the right subtree.
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After going through  all the elements, we get the inorder traversal as
5 -> 12 -> 6 -> 1 -> 9
We don't have to create the stack ourselves because recursion maintains the correct order for
us.
PROGRAM:
# Tree traversal in Python
class Node:
def __init__(self, item):
self.left = None
self.right = None
self.val = item
def inorder(root):
if root:
# Traverse left
inorder(root.left)
# Traverse root
print(str(root.val) + "->", end='')
# Traverse right
inorder(root.right)
def postorder(root):
if root:
# Traverse left
postorder(root.left)
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# Traverse right
postorder(root.right)
#  Traverse root
print(str(root.val) + "->", end='')
def preorder(root):
if root:
# Traverse root
print(str(root.val) + "->", end='')
# Traverse left
preorder(root.left)
# Traverse right
preorder(root.right)
root = Node(1)
root.left = Node(2)
root.right = Node(3)
root.left.left = Node(4)
root.left.right = Node(5)
print("Inorder traversal ")
inorder(root)
print("nPreorder traversal ")
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preorder(root)
print("nPostorder traversal ")
postorder(root)
BINARY  TREE
A binary tree is a tree data structure in which each parent node can have at most two
children. Each node of a binary tree consists of three items:
data item
address of left child
address of right child
Types of Binary Tree
1. Full Binary Tree
A full Binary tree is a special type of binary tree in which every parent node/internal node has
either two or no children
.
.2. Perfect Binary Tree
A perfect binary tree is a type of binary tree in which every internal node has exactly two
child nodes and all the leaf nodes are at the same level.
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3. Complete Binary  Tree
A complete binary tree is just like a full binary tree, but with two major differences
Every level must be completely filled
All the leaf elements must lean towards the left.
The last leaf element might not have a right sibling i.e. a complete binary tree doesn't have to
be a full binary tree.
4. Degenerate or Pathological Tree
A degenerate or pathological tree is the tree having a single child either left or right.
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5. Skewed Binary  Tree
A skewed binary tree is a pathological/degenerate tree in which the tree is either dominated
by the left nodes or the right nodes. Thus, there are two types of skewed binary tree: left-
skewed binary tree and right-skewed binary tree.
6. Balanced Binary Tree
It is a type of binary tree in which the difference between the height of the left and the right
subtree for each node is either 0 or 1.
.
Binary Tree Representation
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A node of  a binary tree is represented by a structure containing a data part and two
pointers to other structures of the same type.
PROGRAM:
# Binary Tree in Python
class Node:
def __init__(self, key):
self.left = None
self.right = None
self.val = key
# Traverse preorder
def traversePreOrder(self):
print(self.val, end=' ')
if self.left:
self.left.traversePreOrder()
if self.right:
self.right.traversePreOrder()
# Traverse inorder
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def traverseInOrder(self):
if self.left:
self.left.traverseInOrder()
print(self.val,  end=' ')
if self.right:
self.right.traverseInOrder()
# Traverse postorder
def traversePostOrder(self):
if self.left:
self.left.traversePostOrder()
if self.right:
self.right.traversePostOrder()
print(self.val, end=' ')
root = Node(1)
root.left = Node(2)
root.right = Node(3)
root.left.left = Node(4)
print("Pre order Traversal: ", end="")
root.traversePreOrder()
print("nIn order Traversal: ", end="")
root.traverseInOrder()
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print("nPost order Traversal:  ", end="")
root.traversePostOrder()
ANALYSIS:
Time Complexity of different operations in Binary Tree:
OPERATION WORST CASE AVERAGE CASE BEST CASE
Insert O(N) O(N0.5
) O(logN)
Search O(N) O(N0.5
) O(1)
Delete O(N) O(N0.5
) O(logN)
Space Complexity of different operations in Binary Tree:
OPERATION ITERATIVE RECURSIVE, AVERAGE
Insert O(1) O(H) = O(N0.5
)
Search O(1) O(H) = O(N0.5
)
Delete O(1) O(H) = O(N0.5
)
where N = number of nodes in Binary Tree, H = height of Binary Tree
BINARY SEARCH TREE:
Binary search tree is a data structure that quickly allows us to maintain a sorted list of
numbers.
 It is called a binary tree because each tree node has a maximum of two children.
 It is called a search tree because it can be used to search for the presence of a number
in O(log(n)) time.
The properties that separate a binary search tree from a regular binary tree is
1. All nodes of left subtree are less than the root node
2. All nodes of right subtree are more than the root node
3. Both subtrees of each node are also BSTs i.e. they have the above two properties
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A tree having  a right subtree with one value smaller than the root is shown to
demonstrate that it is not a valid binary search tree
The binary tree on the right isn't a binary search tree because the right subtree of the node "3"
contains a value smaller than it.
There are two basic operations that you can perform on a binary search tree:
Search Operation
The algorithm depends on the property of BST that if each left subtree has values below root
and each right subtree has values above the root.
If the value is below the root, we can say for sure that the value is not in the right subtree; we
need to only search in the left subtree and if the value is above the root, we can say for sure
that the value is not in the left subtree; we need to only search in the right subtree.
Algorithm:
if root == NULL
return NULL;
If number == root->data
return root->data;
If number < root->data
return search(root->left)
If number > root->data
return search(root->right)Let us try to visualize this with a diagram.
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4 is not  found so, traverse through the left subtree of 8
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4 is not  found so, traverse through the right subtree of 3
4 is not found so, traverse through the left subtree of 6
4 is found
If the value is found, we return the value so that it gets propagated in each recursion step as
shown in the image below.
If you might have noticed, we have called return search(struct node*) four times. When we
return either the new node or NULL, the value gets returned again and again until
search(root) returns the final result.
 


	29. MS.K.Amuthachenthiru-RIT/AD
If the value  is found in any of the subtrees, it is propagated up so that in the end it is returned,
otherwise null is returned
If the value is not found, we eventually reach the left or right child of a leaf node which is
NULL and it gets propagated and returned.
Insert Operation
Inserting a value in the correct position is similar to searching because we try to maintain the
rule that the left subtree is lesser than root and the right subtree is larger than root.
We keep going to either right subtree or left subtree depending on the value and when we
reach a point left or right subtree is null, we put the new node there.
Algorithm:
If node == NULL
return createNode(data)
if (data < node->data)
node->left = insert(node->left, data);
else if (data > node->data)
node->right = insert(node->right, data);
return node;
The algorithm isn't as simple as it looks. Let's try to visualize how we add a number to an
existing BST.
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4<8 so, transverse  through the left child of 8
4>3 so, transverse through the right child of 8
 


	31. MS.K.Amuthachenthiru-RIT/AD
4<6 so, transverse  through the left child of 6
Insert 4 as a left child of 6
We have attached the node but we still have to exit from the function without doing any
damage to the rest of the tree. This is where the return node; at the end comes in handy. In
the case of NULL, the newly created node is returned and attached to the parent node,
otherwise the same node is returned without any change as we go up until we return to the
root.
This makes sure that as we move back up the tree, the other node connections aren't changed.
Deletion Operation
There are three cases for deleting a node from a binary search tree.
Case I
In the first case, the node to be deleted is the leaf node. In such a case, simply delete the node
from the tree.
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4 is to  be deleted
Delete the node
Case II
In the second case, the node to be deleted lies has a single child node. In such a case follow
the steps below:
1. Replace that node with its child node.
2. Remove the child node from its original position.
6 is to be deleted
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copy the value  of its child to the node and delete the child
Final tree
Case III
In the third case, the node to be deleted has two children. In such a case follow the steps
below:
1. Get the inorder successor of that node.
2. Replace the node with the inorder successor.
3. Remove the inorder successor from its original position.
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3 is to  be deleted
Copy the value of the inorder successor (4) to the node
Delete the inorder successor# Binary Search Tree operations in Python
# Create a node
class Node:
def __init__(self, key):
self.key = key
self.left = None
self.right = None
# Inorder traversal
def inorder(root):
if root is not None:
# Traverse left
inorder(root.left)
# Traverse root
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print(str(root.key) + "->",  end=' ')
# Traverse right
inorder(root.right)
# Insert a node
def insert(node, key):
# Return a new node if the tree is empty
if node is None:
return Node(key)
# Traverse to the right place and insert the node
if key < node.key:
node.left = insert(node.left, key)
else:
node.right = insert(node.right, key)
return node
# Find the inorder successor
def minValueNode(node):
current = node
# Find the leftmost leaf
while(current.left is not None):
current = current.left
return current
# Deleting a node
def deleteNode(root, key):
# Return if the tree is empty
if root is None:
return root
# Find the node to be deleted
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if key <  root.key:
root.left = deleteNode(root.left, key)
elif(key > root.key):
root.right = deleteNode(root.right, key)
else:
# If the node is with only one child or no child
if root.left is None:
temp = root.right
root = None
return temp
elif root.right is None:
temp = root.left
root = None
return temp
# If the node has two children,
# place the inorder successor in position of the node to be deleted
temp = minValueNode(root.right)
root.key = temp.key
# Delete the inorder successor
root.right = deleteNode(root.right, temp.key)
return root
root = None
root = insert(root, 8)
root = insert(root, 3)
root = insert(root, 1)
root = insert(root, 6)
root = insert(root, 7)
root = insert(root, 10)
root = insert(root, 14)
root = insert(root, 4)
print("Inorder traversal: ", end=' ')
inorder(root)
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print("nDelete 10")
root =  deleteNode(root, 10)
print("Inorder traversal: ", end=' ')
inorder(root)
Binary Search Tree Complexities
Time Complexity
Operation Best Case Complexity Average Case Complexity Worst Case Complexity
Search O(log n) O(log n) O(n)
Insertion O(log n) O(log n) O(n)
Deletion O(log n) O(log n) O(n)
Here, n is the number of nodes in the tree.
Space Complexity
The space complexity for all the operations is O(n).
AVL TREE:
AVL tree is a self-balancing binary search tree in which each node maintains extra
information called a balance factor whose value is either -1, 0 or +1.
AVL tree got its name after its inventor Georgy Adelson-Velsky and Landis.
Balance Factor
Balance factor of a node in an AVL tree is the difference between the height of the
left subtree and that of the right subtree of that node.
Balance Factor = (Height of Left Subtree - Height of Right Subtree) or (Height of Right
Subtree - Height of Left Subtree)
The self balancing property of an avl tree is maintained by the balance factor. The
value of balance factor should always be -1, 0 or +1.
An example of a balanced avl tree is:
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Avl tree
Operations on  an AVL tree
Various operations that can be performed on an AVL tree are:
Rotating the subtrees in an AVL Tree
In rotation operation, the positions of the nodes of a subtree are interchanged.
There are two types of rotations:
Left Rotate
In left-rotation, the arrangement of the nodes on the right is transformed into the
arrangements on the left node.
Algorithm
1. Let the initial tree be: Left rotate
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2. If y  has a left subtree, assign x as the parent of the left subtree of y.
3. Assign x as the parent of the left subtree of y
4. If the parent of x is NULL, make y as the root of the tree.
5. Else if x is the left child of p, make y as the left child of p.
6. Else assign y as the right child of p.
7. Change the parent of x to that of y
8. Make y as the parent of x.
9. Assign y as the parent of x.
Right Rotate
In left-rotation, the arrangement of the nodes on the left is transformed into the arrangements
on the right node.
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1. Let the  initial tree be:
2. Initial tree
3. If x has a right subtree, assign y as the parent of the right subtree of x.
4. Assign y as the parent of the right subtree of x
5. If the parent of y is NULL, make x as the root of the tree.
6. Else if y is the right child of its parent p, make x as the right child of p.
7. Else assign x as the left child of p.
8. . Assign the parent of y as the parent of x
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9. Assign x  as the parent of y
Left-Right and Right-Left Rotate
In left-right rotation, the arrangements are first shifted to the left and then to the right.
1. Do left rotation on x-y.
Left rotate x-y
2. Do right rotation on y-z.
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3. Right rotate  z-y
In right-left rotation, the arrangements are first shifted to the right and then to the left.
1. Do right rotation on x-y.
2. Right rotate x-y
3. Do left rotation on z-y.
Left rotate z-y
Algorithm to insert a newNode
A newNode is always inserted as a leaf node with balance factor equal to 0.
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1. Let the  initial tree be:
2. Initial tree for insertion
Let the node to be inserted be: New node
3. Go to the appropriate leaf node to insert a newNode using the following recursive steps.
Compare newKey with rootKey of the current tree.
a. If newKey < rootKey, call insertion algorithm on the left subtree of the current node until the
leaf node is reached.
b. Else if newKey > rootKey, call insertion algorithm on the right subtree of current node until
the leaf node is reached.
c. Else, return leafNode.
d. Finding the location to insert newNode
4. Compare leafKey obtained from the above steps with newKey:
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a. If newKey  < leafKey, make newNode as the leftChild of leafNode.
b. Else, make newNode as rightChild of leafNode.
c. Inserting the new node
5. Update balanceFactor of the nodes.
6. Updating the balance factor after insertion
7. If the nodes are unbalanced, then rebalance the node.
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a. If balanceFactor  > 1, it means the height of the left subtree is greater than that of the right
subtree. So, do a right rotation or left-right rotation
a. If newNodeKey < leftChildKey do right rotation.
b. Else, do left-right rotation.
c. Balancing the tree with rotation
d. Balancing the tree with rotation
b. If balanceFactor < -1, it means the height of the right subtree is greater than that of the left
subtree. So, do right rotation or right-left rotation
a. If newNodeKey > rightChildKey do left rotation.
b. Else, do right-left rotation
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8. The final  tree is Final balanced tree
Algorithm to Delete a node
A node is always deleted as a leaf node. After deleting a node, the balance factors of the
nodes get changed. In order to rebalance the balance factor, suitable rotations are performed.
1. Locate nodeToBeDeleted (recursion is used to find nodeToBeDeleted in the code used
below).
2. Locating the node to be deleted
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3. There are  three cases for deleting a node:
a. If nodeToBeDeleted is the leaf node (ie. does not have any child), then
remove nodeToBeDeleted.
b. If nodeToBeDeleted has one child, then substitute the contents of nodeToBeDeleted with
that of the child. Remove the child.
c. If nodeToBeDeleted has two children, find the inorder successor w of nodeToBeDeleted (ie.
node with a minimum value of key in the right subtree).
Finding the successor
a. Substitute the contents of nodeToBeDeleted with that of w.
b. Substitute the node to be deleted
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c. Remove the  leaf node w.
d. Remove w
4. Update balanceFactor of the nodes.
5. Update bf
6. Rebalance the tree if the balance factor of any of the nodes is not equal to -1, 0 or 1.
a. If balanceFactor of currentNode > 1,
a. If balanceFactor of leftChild >= 0, do right rotation.
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b. Right-rotate for  balancing the tree
c. Else do left-right rotation.
b. If balanceFactor of currentNode < -1,
a. If balanceFactor of rightChild <= 0, do left rotation.
b. Else do right-left rotation.
7. The final tree is: Avl tree final
Program:
# AVL tree implementation in Python
import sys
# Create a tree node
class TreeNode(object):
def __init__(self, key):
self.key = key
self.left = None
self.right = None
self.height = 1
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class AVLTree(object):
# Function  to insert a node
def insert_node(self, root, key):
# Find the correct location and insert the node
if not root:
return TreeNode(key)
elif key < root.key:
root.left = self.insert_node(root.left, key)
else:
root.right = self.insert_node(root.right, key)
root.height = 1 + max(self.getHeight(root.left),
self.getHeight(root.right))
# Update the balance factor and balance the tree
balanceFactor = self.getBalance(root)
if balanceFactor > 1:
if key < root.left.key:
return self.rightRotate(root)
else:
root.left = self.leftRotate(root.left)
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return self.rightRotate(root)
if balanceFactor  < -1:
if key > root.right.key:
return self.leftRotate(root)
else:
root.right = self.rightRotate(root.right)
return self.leftRotate(root)
return root
# Function to delete a node
def delete_node(self, root, key):
# Find the node to be deleted and remove it
if not root:
return root
elif key < root.key:
root.left = self.delete_node(root.left, key)
elif key > root.key:
root.right = self.delete_node(root.right, key)
else:
if root.left is None:
temp = root.right
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root = None
return  temp
elif root.right is None:
temp = root.left
root = None
return temp
temp = self.getMinValueNode(root.right)
root.key = temp.key
root.right = self.delete_node(root.right,
temp.key)
if root is None:
return root
# Update the balance factor of nodes
root.height = 1 + max(self.getHeight(root.left),
self.getHeight(root.right))
balanceFactor = self.getBalance(root)
# Balance the tree
if balanceFactor > 1:
if self.getBalance(root.left) >= 0:
return self.rightRotate(root)
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else:
root.left = self.leftRotate(root.left)
return  self.rightRotate(root)
if balanceFactor < -1:
if self.getBalance(root.right) <= 0:
return self.leftRotate(root)
else:
root.right = self.rightRotate(root.right)
return self.leftRotate(root)
return root
# Function to perform left rotation
def leftRotate(self, z):
y = z.right
T2 = y.left
y.left = z
z.right = T2
z.height = 1 + max(self.getHeight(z.left),
self.getHeight(z.right))
y.height = 1 + max(self.getHeight(y.left),
self.getHeight(y.right))
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return y
# Function  to perform right rotation
def rightRotate(self, z):
y = z.left
T3 = y.right
y.right = z
z.left = T3
z.height = 1 + max(self.getHeight(z.left),
self.getHeight(z.right))
y.height = 1 + max(self.getHeight(y.left),
self.getHeight(y.right))
return y
# Get the height of the node
def getHeight(self, root):
if not root:
return 0
return root.height
# Get balance factore of the node
def getBalance(self, root):
if not root:
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return 0
return self.getHeight(root.left)  - self.getHeight(root.right)
def getMinValueNode(self, root):
if root is None or root.left is None:
return root
return self.getMinValueNode(root.left)
def preOrder(self, root):
if not root:
return
print("{0} ".format(root.key), end="")
self.preOrder(root.left)
self.preOrder(root.right)
# Print the tree
def printHelper(self, currPtr, indent, last):
if currPtr != None:
sys.stdout.write(indent)
if last:
sys.stdout.write("R----")
indent += " "
else:
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sys.stdout.write("L----")
indent += "|  "
print(currPtr.key)
self.printHelper(currPtr.left, indent, False)
self.printHelper(currPtr.right, indent, True)
myTree = AVLTree()
root = None
nums = [33, 13, 52, 9, 21, 61, 8, 11]
for num in nums:
root = myTree.insert_node(root, num)
myTree.printHelper(root, "", True)
key = 13
root = myTree.delete_node(root, key)
print("After Deletion: ")
myTree.printHelper(root, "", True)
ANALYSIS:
Complexities of Different Operations on an AVL Tree
Insertion Deletion Search
O(log n) O(log n) O(log n)
AVL Tree Applications
 For indexing large records in databases
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 For searching  in large databases
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